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ABSTRACT

In this paper, we study the location routing problem with intermediate replenishment facilities (LRPIRF), an extension of the location routing problem (LRP), where the vehicles can replenish at some intermediate facilities. Vehicles leave the depot with load on-board, serve customers until out of load, may return to an intermediate facility to replenish, and finally return to the depot, completing their route. In this paper, we initiate a mathematical mixed integer programming model with new kind of subtour elimination constraints for this problem. Moreover, the facility location phase is considered besides vehicle routing phase in our problem. The objective of the problem is to find routes for vehicles to serve all customers at a minimal cost in terms of total travel cost and total facility location cost, without violating the capacity constraint of the vehicles. The solution to the LRPIRF is obtained through CPLEX solver in commercial software GAMS 23.5.1, Genetic Algorithm and Tabu Search algorithm. Computational results are obtained on a set of randomly generated instances and indicate the effectiveness of the proposed algorithms in terms of solution time and quality.
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1. INTRODUCTION

Due to the large capital investments on the fleet of vehicles and other initial fixed costs in transportation systems, companies are intensely interested in exploiting effective methods to reduce these kinds of costs. The location routing problem with intermediate ‘replenishment’ facilities (LRPIRF) is the case of a transportation company which intends to use short number of vehicles (most efficiently one vehicle) capable of long-lasting traveling to service all its customers. This is the aspect of the problem that we investigate which happens when a vehicle is allowed to replenish at some intermediate facilities during its route before returning to the depot. This, not only reduces investment costs, but also leads to saving in fuel consumption and less air polution.

Due to the context of the problem, real world problems are quite different from the basic vehicle routing problems [1]. The LRPIRF is a generalization of the location routing problem (LRP), a VRP variant, in which facility location and vehicle routing decisions are made simultaneously [2]. A definition of a location routing problem by Nagy and Salhi [2] states that this problem involves “location planning with tour planning aspects taken into account.” The LRP contains both the location-allocation problem (LAP) and the vehicle routing problem (VRP). Both the LAP and the VRP are NP-Hard in complexity [3].

LRPIRF is a single-vehicle, single depot problem with the vehicle located at the depot, which leaves the depot with load on-board and delivers the product to a set of customers over a period. Upon depletion of the vehicle’s load, it visits an intermediate facility (excluding the depot) along its route to replenish. This process continues until all customers are served. Then, the vehicle goes back to the depot.

Mathematical programming models are very useful in analyzing complex decision-making problems [4]. This is probably the first paper that presents a mixed integer programming model for the LRPIRF. In other words, our problem integrates the phase of facility location into the vehicle routing problem with intermediate replenishment facilities (VRPIRF) introduced by Tarantilis et al. [5]. Several similar applications available in the literature where a vehicle can stop at intermediate facilities/depots in order to...
replenish are listed below:

1) Crevier et al. [6] introduced the multi-depot vehicle routing problem with inter-depot routes (MDVRPI), proposed a route-based mathematical formulation for it, and solved it by means of a heuristic algorithm combining tabu search and integer programming. In this problem, a fleet of homogeneous vehicles is available at depots. Vehicles leave their centralized depot and satisfy a set of customers demand, then may either visit an intermediate depot or return to their centralized depot in order to replenish. The time needed for a vehicle to dock at a depot is considered in this problem. Each vehicle may cover multiple routes with the restriction that the total duration of all routes does not exceed a specified value. A route is a vehicle’s path between two successive visits to any depot (central or replenishment), and a rotation is the set of routes of a vehicle starting and ending at the central depot. Jordan and Burns [7] and Jordan [8] discuss a less complicated version of the problem where customer demands are equal to $Q$ and the routes between two depots are backwards and forwards. They solve it by a greedy algorithm. Tarantilis et al. [5] proposed an alternative name for MDVRPI called VRPIRF to highlight both the replenishment role of the intermediate facilities and the use of a single central depot for vehicles. They also presented a hybrid guided local search for this problem and solved it with a three-step approach. Kek et al. [9] proposed two node-based mathematical formulations for two problems where vehicles are allowed to visit intermediate depots in order to reload. The first problem, DCVRP Fix is an extension of the traditional Distance-Constrained VRP (DCVRP), in which each vehicle route starts and ends at the same depot and can only pass through one depot exactly once. The second problem, DCVRP Flex is a relaxation of DCVRP Fix, where vehicles are free to start and end their tour at different depots.

2) The vehicle routing problem with ‘satellite’ facilities (VRPSF) is a multi-vehicle, single-depot problem with vehicles located at the depot, which deliver the product to a set of customers. Upon depletion of a vehicle’s load, the vehicle may either return to the depot for replenishment or visit a satellite facility to reload. Satellite facility is an intermediate facility with infinite supply used for the replenishment by a vehicle. VRPSF has applications in fuels and retail items distribution. Bard et al. [10] presented a mixed integer linear programming formulation and a branch and cut algorithm for solving the VRPSF. In [11] a comprehensive decomposition approach and three heuristics are developed for the inventory routing problem with satellite facilities.

3) The vehicle routing problem with intermediate facilities (VRPIF) is a multi-vehicle, single-depot problem in which vehicles leave the depot with no load on-board, visit an intermediate facility to replenish, serve customers until out of load, and then either return to an intermediate facility to reload or return to the depot, completing their route. The applications of VRPIF appear in distribution problems, collection problems such as waste collection, and reverse logistics. Angelelli and Speranza [12] proposed a tabu search heuristic for solving the VRPIF. A version of this problem with time windows was introduced by Sevilla and de Blas [13] who solved it based on the neural network and the ant colony system. Ghiani et al. [14] introduced an ant colony optimization for the arc routing problem with intermediate facilities under capacity and length restrictions.

In the literature, there are several other variants of VRP similar to the LRPIRF. Angelelli and Speranza [12], Benjamin and Beasley [15], Liu et al. [16] and Kim et al. [17] present applications of the problem in the waste collection. Amiri-Fard and Setak [18] proposed and compared two approaches for multi-depot vehicle routing problem with inventory transfer between depots in a three-echelon supply chain. First approach is a constructive two-phase heuristic and the second approach is a tabu search algorithm with different neighborhood structures that solve the model integrally, not in two phases. The location routing problem with intermediate storage facilities (LRPIF) is a product distribution problem inspired by a large magazine publisher and distributor in the southeastern United States [19]. In this problem, product is shipped from a central distribution facility to holding locations called ‘receptacles’. First, the receptacles are located and the amount of the product shipped to them is determined during the solution procedure. Then, a fleet of vehicles collect product from the receptacles and deliver it to the customers.

A summary of reviewed papers is presented in Table 1, according to which, LRPIRF has not received attention from researchers in terms of considering facility location phase.

Our aim in this paper is to initiate a node-based mixed integer linear programming model with a new kind of subtour elimination constraints to the LRPIRF, to consider facility location phase in this problem for the first time, and to solve the problem with genetic algorithm and tabu search approaches.

The paper is organized as follows: In section 2, we describe the problem. In section 3, we present the model formulation. In section 4, two solution approaches are discussed and finally in section 5, we discuss the results obtained when the algorithms are run on random instances and the sensitivity analysis is provided.

2. PROBLEM DESCRIPTION

Figure 1 shows an example of an LRPIRF with two intermediate replenishment facilities and six customers.
The route of the vehicle in this instance is (0 1 2 A 3 4 5 B 6 0). So, three sub-routes are required to serve all six customers. The first sub-route starts from the depot at 0, continues to customers 1 and 2 and then the vehicle goes to intermediate facility A to replenish. After replenishment, second sub-route continues to customers 3, 4 and 5 and then the vehicle visits intermediate facility B. Similarly, the third sub-route continues to customer 6 and then the vehicle returns to the depot, completing its route.

3. MATHEMATICAL MODELING

The LRPIRF can be formulated as follows. Let $G = (V, A)$ be a directed graph where $V = \{v_0, v_1, \ldots, v_n\}$ is the set of vertices in which the vertices $v_0$ and $v_n$ correspond to the start depot and the final depot, respectively (their locations are the same), $V'_c = \{v_1, \ldots, v_a\}$ is the customer set, $V'_r = \{v_{a+1}, v_{a+2}, \ldots, v_{a+r}\}$ is the set of $r$ intermediate replenishment facilities and $A = \{(v_i, v_j) \mid v_i, v_j \in V, i \neq j\}$ is the arc set. Each arc $(i, j) \in V$ has a traveling cost per time unit, $c_{ij}$, and a traveling time, $t_{ij}$, which tight triangular inequality holds (i.e., $t_{ij} + t_{jk} > t_{ik}$). The origin depot and all intermediate replenishment facilities have infinite supply. There is a single vehicle of capacity $CAP$ located at the origin depot. A demand $d_i$ is associated with each customer. At first decision, variables used in formulation are introduced:

$$x_{ij} = \begin{cases} 1 & \text{If the vehicle travels from node } i \text{ to node } j \\ 0 & \text{Otherwise} \end{cases}$$

$$f_r = 0, 1, 2, \ldots$$

The number of times intermediate facility $r$ is used for replenishment

$$u_i$$

the load of the vehicle after visiting node $i$
with these notations, we formulate the mathematical model:

\[
\min \sum_{i \in V} \sum_{j \in V_i} x_{ij} t_{ij} c_{ij} + \sum_{r \in V} C_F f_r
\]  

(1)

\[
\sum_{j \in V_i} x_{ij} = 1 \quad \forall i \in V_c
\]  

(2)

\[
\sum_{i \in V_c} x_{ij} = 1 \quad \forall j \in V
\]  

(3)

\[
\sum_{i \in V_c, j \in V} x_{ij} = 1 \quad \forall j \in V
\]  

(4)

\[
\sum_{i \in V, j \in V_i} x_{ij} = f_r \quad \forall r \in V_t
\]  

(5)

\[
\sum_{i \in V, j \in V} x_{ij} - \sum_{i \in V, j \in V} x_{ji} = 0 \quad \forall j \in V
\]  

(6)

\[
\sum_{i \in V, j \in V_i} x_{ij} - \sum_{i \in V, j \in V} x_{ji} = 0 \quad \forall j \in V
\]  

(7)

\[
u_i \geq d_i \quad \forall i \in V_c
\]  

(8)

\[
u_i \leq \text{CAP} \quad \forall i \in V_c
\]  

(9)

\[
u_i \leq \text{CAP} + (d_i - \text{CAP}) x_{ji} \quad \forall j \in V, V_c
\]  

(10)

\[
u_j \geq u_i + d_j - \text{CAP} + \text{CAP} x_{ji} + (\text{CAP} - d_j - d_i) x_{ji} \quad \forall j \in V, V_c
\]  

(11)

\[
x_{ji} = 0 \quad \forall j \in V
\]  

(12)

\[
x_{j0} = 0 \quad \forall j \in V
\]  

(13)

\[
u_i = 0 \quad \forall i \in V
\]  

(14)

\[
x_{ji} \in [0,1] \quad \forall i, j \in V, i \neq j
\]  

(15)

\[
f_r = 0, 1, 2,... \quad \forall r \in V_t
\]  

(16)

\[
u_i \geq 0 \quad \forall i \in V
\]  

(17)

The objective (1) of this problem is to minimize the total service cost of customers including:

a) The cost of travelling: \( \sum_{i \in V} \sum_{j \in V_i} x_{ij} t_{ij} c_{ij} \)

b) The cost of using intermediate replenishment facilities: \( \sum_{r \in V} C_F f_r \)

Equation (2) ensures that each customer has exactly one successor that might be another customer, an intermediate facility, or the origin depot. Constraints (3) and (4) ensure that the vehicle passes through the depot exactly once. Constraints (5) ensure that the vehicle passes through any facility the number of times it is used for replenishment. Constraints (6) ensure conservation of flow at nodes. Constraints (7) ensure conservation of flow through the depot and facilities by forcing the vehicle leaving the depot node to return to it. Constraints (8) to (11) are subtour elimination and capacity constraints [20]. The amount \( u_i \) must be at least as large as the demand of customer \( i \) (8) and smaller than the capacity \( \text{CAP} \) of the vehicle (9). If customer \( i \) is the first of a tour, \( u_i \) is equal to the demand of this customer. This is expressed through the three constraints (8), (9), and (10). Indeed, if \( i \) is the first customer of a tour, \( x_{ji} \) is 1, so the constraint (10) is equivalent to the constraint (18).

\[
u_i \leq d_i
\]  

(18)

From (18), (8), and (9) we conclude that \( u_i \) is equal to the demand of customer \( i \). If \( i \) is not the first of a tour, then \( X_{ji} \) is 0 and the constraint (10) is equivalent to the constraint (19), which is an extra constraint since constraints (8) and (9) include it.

\[
u_i \leq \text{CAP}
\]  

(19)

Suppose that \( i \) is not the first customer of the tour. Then, \( u_i \) must equal the sum of demands served between either the depot or facilities and customer \( i \), i.e. if customer \( j \) succeeds customer \( i \) in a tour, \( u_j \) must be equal to the demand served on the tour from the depot to \( i \), plus the amount ordered by \( j \). This lies in the constraint (11). Indeed, if \( j \) comes immediately after \( i \) in a tour, \( x_{ji} \) is 1 and \( x_{ij} \) is 0, and the constraint (11) is equivalent to the constraint (20).

\[
u_j \geq u_i + d_j
\]  

(20)

When \( j \) is not the immediate successor of \( i \), constraint (11) remains valid. If \( j \) immediately precedes \( i \), the constraint (11) becomes equal to (21).

\[
u_j \geq u_i - d_j
\]  

(21)

This constraint means that the demand served from the depot to \( j \) is not smaller than the demand served between the depot and the successor \( i \) of \( j \) on the tour. Therefore, in addition to (21), the constraint (22) is obtained.

\[
u_i \geq u_j + d_i
\]  

(22)

The combination of constraints (21) and (22) is equivalent to equation (23).

\[
u_j = u_i + d_i
\]  

(23)

The constraint (24) is obtained when \( i \) and \( j \) are not next to each other. This constraint is redundant, since it is expressed by the constraints (8) and (9).

\[
u_j \geq u_i - d_j - \text{CAP}
\]  

(24)
Constraints (12) and (13) complete the flow characterization by stemming the flow of the vehicle from the final depot and initiating it from the start depot, respectively. Constraints (14) initialize the load variables, $u_i$, to zero at the depot and all facilities. Constraints (15), (16) and (17) indicate that $x_{ij}$ are binary variables, $f_r$ are integer variables and the variables $u_i$ are non-negative.

4. SOLUTION APPROACHES

4.1. Genetic Algorithm

It is quite time-consuming to solve the LRP on large scale due to our initial test using CPLEX. To solve the LRPIRF on a large scale, a Genetic Algorithm is proposed in this paper. GA is based on a parallel search mechanism that makes it more efficient than other optimization techniques [21]. It has been stated that the GA is capable to optimize globally in solving LRPs and VRPs [21-24].

Our GA approach begins by generating an initial chromosome set, each member of which corresponds to a feasible solution of the LRPIRF. A fitness function is used to rank chromosomes. In each generation, using an elite retaining approach, we choose fitter chromosomes from the population to be parents. This process iterates until a termination criterion is reached.

In summary, our methodology consists of seven components successively: (1) chromosome representation; (2) generation of the initial population; (3) fitness function; (4) selection process; (5) crossover operation; (6) mutation operation; and (7) termination criterion. The pseudocode for the genetic algorithm developed in this paper is presented in Table 2. The rest of this section describes these seven components.

4.1.1 Chromosome Representation

We use route representation to encode the chromosomes for the solution of the LRPIRF, in which the customers are listed in the order they are visited. In the example shown in Figure 2, there are 10 customers numbered from 1 to 10. The route representation for this instance is (0 4 2 5 1 3 6 9 8 7 10 0). Suppose that three sub-routes are required to serve all customers. The first sub-route begins at the depot and continues to customers 4, 2 and 5, then the vehicle visits facility 11 to replenish. After replenishment, second sub-route continues to customers 1, 3, 6 and 9, then the vehicle visits replenishment facility 12 to replenish. Similarly, the third sub-route serves customers 8, 7 and 10, then the vehicle goes back to the depot. Solution infeasibility is coped with through a function, pseudocode of which is presented in Table 3.

![Figure 2. Chromosome representation](image-url)
4. 1. 2 Initial Population Initial population is created by random permutation of 1 to N, which N is the number of customers.

4. 1. 3 Fitness Function The GA ranks chromosomes based on the fitness function value. After the crossover and mutation operations, we attempt to improve the resultant offsprings in terms of the fitness function. At each generation, we use roulette wheel selection with fitness-based elite retaining approach with a fixed rate \( p_c \) called recombination rate to make a new population. With considering \( p_c \) and \( p_m \) as crossover and mutation rates, respectively, \( p_e \) is defined as follows:

\[
p_e = 1 - (p_c + p_m)
\]

Steps of this approach are presented below:

1. The fitness values of individuals are calculated.
2. According to the recombination rate, a set of fittest individuals is selected for the reproduction.
3. Elite individuals are retained for the next generation.

Elitism method ensures that the best individual is transferred to the next generation and the best solution in each generation does not get worse.

4. 1. 4 Selection In each generation, the GA selects parents from the population set for the reproduction, and also selects members from the candidate set to form the population set for the next generation. We use the elitist roulette-wheel selection operator in this paper.

4. 1. 5 Crossover After selecting two parent chromosomes, the GA produces two offsprings using crossover operator. The crossover operator used here is one-point crossover where the cut point is selected randomly.

4. 1. 6 Mutation Mutation operations allow GA to explore wider in the solution space. In our GA, the insertion, swap, and inversion operators are used, which perform mutation on the set of offsprings produced by the crossover operations. The mutation probability of each offspring chromosome is equal to \( p_m \). A substring is selected from the parent in a random manner and turns to form an offspring. The swap mutation works on one and the inversion mutation works on one or two chromosomes and both are used to increase the diversity of the population. In addition, the insertion mutation is not able to enhance routes.

4. 1. 7 Termination Criterion The GA continues until the number of iterations (generations) reaches a user-defined value.

4. 2. Tabu Search Algorithm In this section, a meta-heuristic solution approach for solving the LRPIRF model is presented. Tabu search is an iterative meta-heuristic for solving combinatorial problems. It has been stated that tabu search can find high quality solutions for the LRPs and VRPs compared to other meta-heuristics [25-29]. In this section, we describe the TS algorithm we implemented to solve the LRPIRF problem.

The basic concept of a TS algorithm is to repeatedly move from a current solution to another solution in a neighborhood of the current solution. Moving from current solution to another one is performed by small changes in current solution due to a set of rules in the neighborhood structure. The overall approach is to avoid cycling and getting trapped in local optimum by forbidding or penalizing moves which take the solution to the solution space previously visited i.e. tabu list.

The difference between tabu search and other metaheuristic solution approaches is based on the concept of tabu list, a short term memory which is the storage place of some attributes of the previously visited solutions with prohibited moves. Therefore, it gives no permission to the revisited solutions and then avoids being trapped in the local optimum. If the forbidden move does not satisfy the aspiration criterion, only those moves that are not forbidden will be examined during the local search. The aspiration criterion used in this paper is better fitness, i.e. a move gets rid of the tabu list if it produces a solution with better fitness function value. TS method is terminated when the number of iterations reaches a user-defined value.

The pseudo-code for the Tabu Search algorithm developed in this paper is presented in Table 4.

5. DISCUSSION

The MIP model was programmed with CPLEX solver in GAMS 23.5.1 and the GA and TS codes were implemented in MATLAB R2012b, both run on AMD Phenom II Triple-Core Mobile Processor N830 (2.1GHz), 4GB RAM PC. In this research, computational results are obtained on a set of randomly generated instances and are compared in terms of solution time and objective function value. Tables 6 and 7 show the results.

5. 1. Parameter Tuning In small-size instances 1-6, we set GA and TS parameters due to the computational experiments and trial and error. But in medium and large scale instances 7-12, we tune parameters through Response Surface design of experiments in Minitab 16.2.4. Table 5 shows the tuned parameters.
TABLE 4. Pseudocode for the TS algorithm

1. Generate the initial solution s;
2. Develop the Tabu List;
3. While the set of the candidate solutions $S$ is not complete;
4. Generate the candidate solution $s$ from the current solution $s$;
5. Add $s$ to $S$ only if $s$ is not forbidden or if the Aspiration Criterion is satisfied;
6. Choose the best candidate solution $s^*$ in $S$;
7. If $\text{fitness}(s^*) > \text{fitness}(s)$ then $s = s^*$;
8. Update the Tabu List and the Aspiration Criteria;
9. If the termination condition met finish;
10. Otherwise go to Step 3.

Table 6 shows that there is very small optimality gap between CPLEX and GA solutions such that in half of the instances the gap between solutions is zero. Even in instances 7-12, the available gap is not considerable. This is because the routing costs do not play an important role in increasing objective function value. In addition, the extreme convergence of GA solutions to lower bounds is because of using the same number of replenishment facilities. This implies that the proposed algorithm is so effective in satisfying the objective of the problem by minimizing the routing costs and using the optimal number of replenishment facilities i.e. minimizing facility location cost, which is obvious in all instances. The processing time of 5000 seconds in instances 11 and 12 means that their solution process has been stopped at that time. Therefore, the OFV obtained in that time is presented as the best known OFV. Due to Table 7 with the same instances as Table 6, there is not noticeable optimality gap between CPLEX and TS algorithm solutions. Like the GA, the convergence of TS algorithm solutions to lower bounds is because of minimizing routing costs and using the same number of replenishment facilities in all instances. This implies that the proposed Tabu Search algorithm is effective.

In instances 1, 3, 5, 7 and 9, the number of potential replenishment facilities is considered deliberately equal to the number of used replenishment facilities. But, in respectively equal-size instances 2, 4, 6, 8 and 10, the number of potential replenishment facilities is more than the number of used replenishment facilities, due to the location characteristic of the problem. As it is obvious, OFVs of equal-size instances in CPLEX are equal. This means that considering additional number of replenishment facilities does not increase the OFV in CPLEX because CPLEX reaches lower bound in both instances. In spite of this, in instances with more-than-necessary number of facilities, complexity of the solution is high and the processing time is bigger than corresponding equal-size instances. In general, we conclude that considering more-than-necessary number of replenishment facilities increases problem complexity and solution time, but does not affect the OFV in CPLEX. This issue does not take place always in the GA and TS algorithm because they do not necessarily reach lower bound in all instances.

According to Figure 3, in terms of the processing time, the GA and TS algorithm work better than the optimality approach, in all instances. Even for large-scale instances 11 and 12, the processing times in GA and TS are lower than 50 seconds; but in order to obtain an upper bound of OFV for these instances, the solution process has been stopped at 5000 seconds in CPLEX. In addition, with increasing in customers number, the solution time in CPLEX increases exponentially. This implies that CPLEX in not practically able to solve the problem in large-scale instances.
According to Figure 4, GA is better at converging to lower bounds in comparison with the TS algorithm in all instances. In addition, it is clear that there is a considerable increase in OFV from instance 4 to instance 5 in all solution approaches. This is because of the increase in problem size and specifically the need to use one more replenishment facility in instance 5. In large-size instances 11 and 12, CPLEX has been stopped at 5000 seconds and the best known OFV has been obtained as upper bound. Therefore, the corresponding OFVs in GA and TS are lower than this value.

6. CONCLUSION

This paper develops a mathematical mixed integer programming model with a new kind of subtour elimination constraints for the location routing problem with intermediate replenishment facilities, which specifies optimal allocation of customers to the depot and facilities and optimal number of routes between the depot and facilities and customers simultaneously. In addition, the facility location phase is considered besides the vehicle routing phase in the problem. LRP is NP-hard and difficult to be solved optimally...
in a reasonable time. Therefore, we propose a Genetic Algorithm and a Tabu Search algorithm to obtain near optimum solutions in large size instances and then compare them to determine the effectiveness of the algorithm. Computational results show that the proposed algorithms are efficient in terms of solution time and quality.

In terms of future research directions, the problem formulation can be extended to include the intermediate replenishment facilities with inventory costs and limited supply capacity. Considering multiple vehicles in the depot and facilities could also be examined.
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