A Family of Variable Step-Size Affine Projection Adaptive Filtering Algorithms with Selective Regressors and Selective Partial Updates
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Abstract. This paper presents a family of Variable Step-Size (VSS) Affine Projection (AP) adaptive filtering algorithms with Selective Partial Updates (SPU) and Selective Regressors (SR). The presented algorithms have good convergence speed, low steady state Mean Square Error (MSE), and low computational complexity features. The stability bounds of the family of SPU-APA, SR-APA and SPU-SR-APA are analyzed, based on the energy conservation arguments. This analysis does not need to assume a Gaussian or white distribution for the regressors. We demonstrate the good performance of the proposed algorithms through simulations in system identification and acoustic echo cancellation scenarios.
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INTRODUCTION

Adaptive filtering has been, and still is, an area of active research that plays an active role in an ever increasing number of applications, such as noise cancellation, channel estimation, channel equalization and acoustic echo cancellation [1,2]. The Least Mean Square (LMS) and its normalized version (NLMS) are the workhorses of adaptive filtering. In the presence of colored input signals, the LMS and NLMS algorithms have extremely slow convergence rates. To solve this problem, a number of adaptive filtering structures, based on affine subspace projections [3-5], data reusing adaptive algorithms [6-8], Block adaptive filters [2] and multirate techniques, have been proposed in the literature [9-11]. In all these algorithms, the selected fixed step-size can change the convergence and the steady-state mean square error. It is well known that the steady-state Mean Square Error (MSE) decreases when the step-size decreases, while the convergence speed increases when the step-size increases. By optimally selecting the step-size during the adaptation, we can obtain both fast convergence rates and low steady-state mean square errors [12-15]. These selections are based on various criteria. In [12], squared instantaneous errors were used. To improve noise immunity under Gaussian noise, the squared autocorrelation of errors at adjacent times was used in [14], and in [15], the fourth-order cumulant of instantaneous error was adopted. Important examples of two new Variable Step-Size (VSS) versions of the NLMS and the APA algorithm (APA) can be found in [16]. In [16], the norm of the projected weighted error vector is used as a criterion to determine how close the adaptive filter is to optimum performance.

Another feature that should be noticed in VSS adaptive filter algorithms is computational complexity. Several adaptive filters with fixed step-size, such as the adaptive filter algorithms with selective partial updates, have been proposed to reduce the computational complexity. These algorithms update only a subset of the filter coefficients in each time iteration. The Max-NLMS [17], the MMax-NLMS [18,19], the variants of the selective partial update Normalized Least Mean Square algorithms (SPU-NLMS) [20-22], and SPU Affine Projection (SPU-AP) algorithm [21] are important examples of this family of adaptive filter algorithms. Recently an affine projection adaptive filtering algorithm with Selective Regressors (SR) was proposed.
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in [23]. This paper presents a novel affine projection algorithm which reduces computational complexity by optimally selecting a subset of input regressors at every iteration.

In this paper, we extend the approach in [16] to establish the family of VSS-APA. Also, to reduce the computational complexity, the family of VSS-SPU-APA and VSS-SR-APA is established. By combining the SPU and SR approaches, the family of VSS-SPU-SR-APA is established. The stability of these VSS adaptive algorithms is analyzed based on the energy conservation relations. This analysis does not need to assume a Gaussian or white distribution for the regressors.

What we propose in this paper can be summarized as follows:

- The establishment of the family VSS-AP algorithms.
- The establishment of the family of VSS-SPU-AP algorithms.
- The establishment of the family of VSS-SR-AP algorithms.
- The establishment of the family of VSS-SPU-SR-AP algorithms.
- Mean-square stability analysis of the family of AP, and SR-AP, SPU-AP, and SPU-SR-AP algorithms.
- Demonstrating the presented algorithms in system identification and acoustic echo cancellation scenarios.

We have organized our paper as follows. First, the NLMS and SPU-NLMS algorithms will be briefly reviewed. Then, the family of APA, SR-APA and SPU-APA is presented and the family of variable step-size adaptive filters is established. Following that, the computational complexity of the VSS adaptive filters is discussed. Finally, before concluding the paper, we demonstrate the usefulness of these algorithms by presenting several experimental results.

Throughout the paper, the following notations are adopted:

\[ || || \] \quad \text{Euclidean norm of a vector,} \\
\[ || ||^2 \] \quad \text{Squared Euclidean norm of a vector,} \\
\[ || | |^2 \] \quad \text{\( \Sigma \)-weighted Euclidean norm of a column vector} \( t \), \text{defined as} \( t^T \Sigma t \) \\
Tr(.) \quad \text{trace of a matrix,} \\
\( (\cdot)^T \) \quad \text{transpose of a vector or a matrix,} \\
A \odot B \quad \text{Kronecker product of matrices} A \text{ and } B, \\
vec(T) \quad \text{creating an} M^2 \times 1 \text{ column vector} t \text{ through stacking the columns of} \text{ the} \ M \times M \text{ matrix} T \text{,} \\
vec(t) \quad \text{creating an} M \times M \text{ matrix} T \text{ form the} \ M^2 \times 1 \text{ column vector} t, \\
\lambda_{\text{max}} \quad \text{the largest eigenvalue of a matrix.} \\
\mathbb{R}^+ \quad \text{the set of positive real numbers,} \\
E\{\cdot\} \quad \text{expectation operator.}

**BACKGROUND ON NLMS, AND SPU-NLMS ALGORITHMS**

Figure 1 shows a typical adaptive filter setup, where \( x(n) \), \( d(n) \) and \( e(n) \) are the input, the desired and output error signals, respectively. Here, \( h(n) \) is the \( M \times 1 \) column vector of filter coefficients at iteration \( n \). The desired signal is assumed to conform to the following linear data model:

\[
d(n) = x^T(n)h_n + v(n),
\]

where \( x(n) = [x(n), x(n-1), \ldots, x(n-M+1)]^T \) are the input signal regressors, \( v(n) \) is the measurement noise, assumed to be zero mean, white, Gaussian, and independent of \( x(n) \), and \( h_n \) is the unknown filter vector.

It is well known that the NLMS algorithm can be derived from the solution of the following optimization problem:

\[
\min_{h(n+1)} \; ||h(n+1) - h(n)||^2,
\]

subject to:

\[
d(n) = x^T(n)h(n+1).
\]

Using the method of Lagrange multipliers to solve this optimization problem leads to the following recursion:

\[
h(n+1) = h(n) + \frac{\mu}{||x(n)||^2}x(n)e(n),
\]

where \( e(n) = d(n) - x^T(n)h(n) \), and \( \mu \) is the step-size that determines the convergence speed and Excess MSE (EMSE).

Now, partition the input signal vector and the vector of filter coefficients into \( B \) blocks, each of length \( L \) (note that \( B = M/L \) and is an integer), which are defined as:

\[
x(n) = [x_1^T(n), x_2^T(n), \ldots, x_B^T(n)]^T,
\]

\[
h(n) = [h_1^T(n), h_2^T(n), \ldots, h_B^T(n)]^T.
\]
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The SPU-NLMS algorithm for a single block update at every iteration minimizes the following optimization problem:

$$\min_{h_j(n+1)} \| h_j(n+1) - h_j(n) \|^2,$$

subject to Equation 3, where $j$ denotes the index of the block that should be updated [21]. Again by using the method of Lagrange multipliers, the update equation for SPU-NLMS is given by:

$$h_j(n+1) = h_j(n) + \frac{\mu}{\|x_j(n)\|^2} x_j(n)e(n),$$

where $j = \arg \max \|x_i(n)\|^2$ for $1 \leq i \leq B$.

FAMILY OF AP, SR-APA AND SPU-APA

In this section, the family of APA, SR-APA and SPU-APA is presented.

Family of Affine Projection Algorithms (APA)

Now, define the $M \times K$ matrix of the input signal as:

$$X(n) = [x(n), x(n-D), \cdots, x(n-(K-1)D)].$$

and the $K \times 1$ vector of desired signal as:

$$d(n) = [d(n), d(n-D), \cdots, d(n-(K-1)D)]^T,$$

where $K$ is a positive integer (usually, but not necessarily $K \leq M$), and $D$ is the positive integer parameter ($D \geq 1$) that can increase the separation and, consequently, reduce the correlation among the regressors in $X(n)$.

The family of APA can be established by minimizing Equation 2 but subject to $d(n) = X^T(n)h(n)$. Again, by using the method of Lagrange multipliers, the filter vector update equation for the family of APA is given by:

$$h(n+1) = h(n) + \mu X(n)w(n)e(n),$$

where $e(n)$ is the output error vector, which is defined as:

$$e(n) = d(n) - X^T(n)h(n),$$

and the matrix $W(n)$ is obtained from Table 1 (in Table 1, $\epsilon$ is the regularization parameter, and $I$ is the identity matrix). The NLMS, $e$-NLMS, standard version of the APA, the Binormalized Data-Reusing LMS (BNDR-LMS) [7], the Regularized APA (R-APA) [24] and the NLMS with orthogonal correction factors (NLMS-OCF) [23] are established from Equation 11. From this equation the Partial Rank Algorithm (PRA) [26] can also be established when the adaptation of the filter coefficients is performed only once every $K$ iterations.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$K$</th>
<th>$D$</th>
<th>$W(n)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLMS</td>
<td>$K = 1$</td>
<td>$D = 1$</td>
<td>$\frac{1}{|x(n)|^2}$</td>
</tr>
<tr>
<td>$e$-NLMS</td>
<td>$K = 1$</td>
<td>$D = 1$</td>
<td>$\frac{1}{\epsilon + |x(n)|^2}$</td>
</tr>
<tr>
<td>APA</td>
<td>$K \leq M$</td>
<td>$D = 1$</td>
<td>$(X^T(n)X(n))^{-1}$</td>
</tr>
<tr>
<td>BNDR-LMS</td>
<td>$K = 2$</td>
<td>$D = 1$</td>
<td>$(X^T(n)X(n))^{-1}$</td>
</tr>
<tr>
<td>R-APA</td>
<td>$K \leq M$</td>
<td>$D = 1$</td>
<td>$(\epsilon + X^T(n)X(n))^{-1}$</td>
</tr>
<tr>
<td>NLMS-OCF</td>
<td>$K \leq M$</td>
<td>$D \geq 1$</td>
<td>$(X^T(n)X(n))^{-1}$</td>
</tr>
</tbody>
</table>

Family of Selective Regressor APA (SR-APA)

In [23], another novel affine projection algorithm with Selective Regressors (SR), called (SR-APA) was presented. In this section, we extend this approach to present the family of SR-APA. The SR-APA minimizes Relation 2 subject to:

$$d_G(n) = X_G^T(n)h(n),$$

where $G = \{i_1, i_2, \cdots, i_P\}$ denote the $P$ subset (subset with $P$ member) of the set $\{0, 1, \cdots, K-1\}$,

$$X_G(n) = [x(n-i_1D), x(n-i_2D), \cdots, x(n-i_PD)],$$

is the $M \times P$ matrix of the input signal and:

$$d_G(n) = [d(n-i_1D), d(n-i_2D), \cdots, d(n-i_PD)]^T,$$

is the $P \times 1$ vector of the desired signal. Using the method of Lagrange multipliers to solve this optimization problem leads to the following update equation:

$$h(n+1) = h(n) + \mu X_G(n)(X_G^T(n)X_G(n))^{-1}e_G(n),$$

where:

$$e_G(n) = d_G(n) - X_G^T(n)h(n).$$

The indices of $G$ are obtained by the following procedure:

1. Compute the following values for $0 \leq i \leq K-1$:

$$e^2(n-iD) \bigg/ \|x(n-iD)\|^2,$$

where $e(n) = [e(n), e(n-D), \cdots, e(n-(K-1)D)]^T$.

2. The indices of $G$ correspond to $P$ largest values of Equation 18.

Setting $D = 1$ leads to SR-APA presented in [23]. Furthermore, from Equation 16, the family of APA.
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such as SR-BNDR-LMS, SR-NLMS-OCF adaptive algorithms will be established.

Equation 16 can also be represented as:

$$h(n+1) = h(n)$$

$$\begin{equation}
+ \mu X(n)B(n)(B^T(n)X^T(n)X(n)B(n))^{-1}B^T(n)e(n),
\end{equation}$$

(19)

where $B(n) = [1_i, 1_i, \cdots, 1_i]$ is the $K \times P$ matrix and $1_i = [0, \cdots, 0, 1, 0, \cdots, 0]^T$ is the $K \times 1$ vector with the element 1 in the position $i_p$.

**Family of Selective Partial Update APA (SPU-APA)**

The SPU-APA solves the following optimization problem:

$$\min_{h_F(n+1)} \|h_F(n+1) - h_F(n)\|^2,$$

(20)

subject to $d(n) = X^T(n)h(n)$ where $F = \{j_1, j_2, \cdots, j_S\}$ denote the indices of the $S$ blocks out of $B$ blocks that should be updated at every adaptation. Again, by using the Lagrange multipliers approach, the filter vector update equation is given by:

$$h_F(n+1) = h_F(n) + \mu X_F(n)(X_F^T(n)X_F(n))^{-1}e(n),$$

(21)

where:

$$X_F(n) = [X_{j_1}^T(n), X_{j_2}^T(n), \cdots, X_{j_S}^T(n)]^T,$$

(22)

is the $SL \times K$ matrix and:

$$X_i(n) = [x_i(n), x_i(n-D), \cdots, x_i(n-(K-1)D)],$$

(23)

is the $L \times K$ matrix. The indices of $F$ are obtained by the following procedure:

1. Compute the following values for $1 \leq i \leq B$:

$$\text{Tr}(X_i^T(n)X_i(n))$$

(24)

2. The indices of $F$ correspond to $S$ largest values of Relation 24.

By setting $D = 1$, the SPU-APA in [21] can be derived from Equation 14. Furthermore, from Equation 21, the new SPU adaptive algorithms such as SPU-BNDR-LMS and SPU-NLMS-OCF will be established. Also, the SPU-APA can be established when the adaptation of the filter coefficients is performed only once every $K$ iterations. Equation 21 can be represented in the form of a full update equation as:

$$h(n+1) = h(n)$$

$$+ \mu A(n)X(n)(X^T(n)A(n)X(n))^{-1}e(n),$$

(25)

where the $A(n)$ matrix is the $M \times M$ diagonal matrix with 1 and 0 blocks, each of length $L$ on the diagonal, and the positions of 1s on the diagonal determine which coefficients should be updated in each iteration. The positions of 1 blocks ($S$ blocks and $S \leq B$) on the diagonal of the $A(n)$ matrix for each iteration in the family of SPU-APA are determined by the indices of $F$.

**FAMILY OF VSS-SR-APA, VSS-SPU-APA AND VSS-SPU-SR-APA**

In this section, we present the family of VSS-SR-APA, VSS-SPU-APA and VSS-SPU-SR-APA.

**Family of VSS-SR-APA**

We now proceed by determining the optimum step-size, $\mu^*(n)$, instead of using $\mu$ in the VSS version of Equation 16. The latter equation can be stated in terms of weight error vector, $\tilde{h}(n) = h(n) - h(n)$, as:

$$\tilde{h}(n+1) = \tilde{h}(n) - \mu X_G(n)(X_G^T(n)X_G(n))^{-1}e_G(n).$$

(26)

Taking the squared Euclidean norm and expectations from both sides of Equation 26,

$$E[\|\tilde{h}(n+1)\|^2] = E[\|\tilde{h}(n)\|^2]$$

$$+ \mu^2 E[e_G^T(n)(X_G^T(n)X_G(n))^{-1}e_G(n)]$$

$$- 2\mu E[e_G^T(n)(X_G^T(n)X_G(n))^{-1}X_G^T(n)\tilde{h}(n)].$$

(27)

Equation 27 can be represented in the form of Equation 44:

$$E[\|\tilde{h}(n+1)\|^2] = E[\|\tilde{h}(n)\|^2] - \Delta \mu.$$  

(28)

where $\Delta \mu$ is:

$$\Delta \mu = -\mu^2 E[e_G^T(n)(X_G^T(n)X_G(n))^{-1}e_G(n)]$$

$$+ 2\mu E[e_G^T(n)(X_G^T(n)X_G(n))^{-1}X_G^T(n)\tilde{h}(n)].$$

(29)

If $\Delta \mu$ is maximized, then Mean-Square Deviation (MSD) will undergo the largest decrease from iteration $n$ to iteration $n+1$. The optimum step-size will be found with derivation of $\Delta \mu$, with respect to $\mu$.

$$d\Delta \mu/d\mu = 0.$$  

(30)

As we mentioned, we assumed a linear model for the desired signal, $d(n)$, which we can also express as:

$$d(n) = X^T(n)h_t + v(n).$$
where $\mathbf{v}(n) = [v(n), v(n-D), \ldots, v(n-(K-1)D)]^T$ is measurement noise vector assumed to be zero mean, white, Gaussian, and independent of the input signal matrix $\mathbf{X}(n)$. Since $\mathbf{e}_G(n) = \mathbf{d}_G(n) - \mathbf{X}_G^T(n)\mathbf{h}(n)$ and using Equation 31, we obtain:

$$e_G(n) = \mathbf{X}_G^T(n)\hat{h}(n) + \mathbf{v}_G(n).$$

(32)

where:

$$\mathbf{v}_G(n) = [v(n-i_D), v(n-i_2D), \ldots, v(n-i_PD)]^T.$$

Using the previous assumptions for the noise sequence and neglecting the dependency of $\hat{h}(n)$ on the past noises, we establish the following two sub equations from the two parts of Equation 30:

- **PART I:**

$$E\{e_G^T(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{X}_G^T(n)\hat{h}(n)\}$$

$$=E\{\hat{h}_G^T(n)\mathbf{X}_G(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{X}_G^T(n)\hat{h}(n)\}$$

$$=E\{\mathbf{v}_G^T(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{X}_G^T(n)\hat{h}(n)\}$$

$$=E\{\mathbf{h}_G(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{X}_G^T(n)\hat{h}(n)\}.$$  

(33)

- **PART II:**

$$E\{e_G^T(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{e}_G(n)\}$$

$$=E\{\mathbf{h}_G(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{X}_G^T(n)\hat{h}(n)\}$$

$$+E\{\mathbf{v}_G^T(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{v}_G(n)\}$$

$$+\sigma_v^2\text{Tr}(E\{\mathbf{X}_G^T(n)\mathbf{X}_G(n)\}^{-1}).$$

(34)

Finally, the optimum size in Equation 30 becomes:

$$\mu = \frac{E\{|\mathbf{q}_G(n)|^2\}}{E\{|\mathbf{e}_G(n)|^2\} + \sigma_v^2\text{Tr}(E\{\mathbf{X}_G^T(n)\mathbf{X}_G(n)\}^{-1}).$$

(35)

Substituting $\mu(n)$ instead of $\mu$ in Equation 16, the generic variable step-size update equation for SR-APA will be established. From Equation 35, the optimum step-size in the family of SR-APA can be stated as:

$$\mu(n) = \frac{E\{|\mathbf{q}_G(n)|^2\}}{E\{|\mathbf{e}_G(n)|^2\} + \sigma_v^2\text{Tr}(E\{\mathbf{X}_G^T(n)\mathbf{X}_G(n)\}^{-1}).$$

(36)

where:

$$\mathbf{q}_G(n) = \mathbf{X}_G(n)(\mathbf{X}_G^T(n)\mathbf{X}_G(n))^{-1}\mathbf{X}_G^T(n)\hat{h}(n).$$

(37)

Since, from Equation 32, $\mathbf{X}_G^T(n)\hat{h}(n) = \mathbf{e}_G(n) - \mathbf{v}_G(n)$, the expectation of $\mathbf{q}_G(n)$ can be stated as:

$$E\{\mathbf{q}_G(n)\} = E\{\mathbf{X}_G(n)\mathbf{X}_G^T(n)\mathbf{X}_G(n)\mathbf{X}_G(n)\}^{-1}\mathbf{e}_G(n).$$

(38)

Now, we can estimate $\mathbf{q}_G(n)$ from the following recursion:

$$\mathbf{q}_G(n) = \beta\mathbf{q}_G(n-1)$$

$$+ (1 - \beta)\mathbf{X}_G(n)(\mathbf{X}_G^T(n)\mathbf{X}_G(n))^{-1}\mathbf{e}_G(n).$$

(39)

where $\beta (0 \leq \beta < 1)$ is the smoothing factor. Using $\|\hat{h}_G(n)\|^2$ instead of $E\{|\mathbf{q}_G(n)|^2\}$ in Equation 36, the update equation for the family of VSS-SR-APA is given by:

$$
\begin{align*}
\mathbf{h}(n+1) &= \mathbf{h}(n) + \mu(n)\mathbf{X}_G(n)(\mathbf{X}_G(n)\mathbf{X}_G(n))^{-1}\mathbf{e}_G(n) \\
&= \mathbf{h}(n) + \frac{E\{\mathbf{X}_G(n)\mathbf{X}_G(n)\}^{-1}}{E\{|\mathbf{e}_G(n)|^2\} + \sigma_v^2\text{Tr}(E\{\mathbf{X}_G^T(n)\mathbf{X}_G(n)\}^{-1})}\mathbf{e}_G(n).
\end{align*}
$$

(40)

where:

$$\mu(n) = \mu_{\text{max}}\frac{\|\hat{h}_G(n)\|^2}{\|\hat{h}_G(n)\|^2 + \Psi}.$$  

(41)

Also, $\Psi = \sigma_v^2\text{Tr}(E\{\mathbf{X}_G^T(n)\mathbf{X}_G(n)\}^{-1})$ which can be approximated as $P/\text{SNR}$ (the details of this approximation is given in Appendix A). The step-size changes with the $\|\hat{h}_G(n)\|^2$ and the constant $\Psi$. Also, $\mu_{\text{max}}$ should be selected in the stability bound to guarantee the stability (in Appendix B, the stability of the family of APA has been discussed in details). From Equation 40, the VSS-SR-PRA will also be established when the adaptation of the filter coefficients is performed only once every $K$ iterations.

**Family of VSS-SPU-APA**

The same as in the previous subsection, we again proceed by determining the optimum step-size, $\mu^*(n)$, instead of using $\mu$ in the VSS version of Equation 21. This equation can be stated in terms of weight error vector, $\mathbf{h}_F(n) = \mathbf{h}_F - \mathbf{h}_F(n)$, where $\mathbf{h}_F$ is the partial unknown true filter vector, as:

$$\mathbf{h}_F(n+1) = \mathbf{h}_F(n) - \mu\mathbf{X}_F(n)(\mathbf{X}_F(n)\mathbf{X}_F(n))^{-1}\mathbf{e}(n).$$

(42)

Taking the squared Euclidean norm and expectations from both sides of Equation 42:

$$
\begin{align*}
E\{|\mathbf{h}_F(n+1)|^2\} &= E\{|\mathbf{h}_F(n)|^2\} \\
&+ \mu^2E\{\mathbf{e}^T(n)(\mathbf{X}_F(n)\mathbf{X}_F(n))^{-1}\mathbf{e}(n)\} \\
&- 2\muE\{\mathbf{e}^T(n)(\mathbf{X}_F(n)\mathbf{X}_F(n))^{-1}\mathbf{X}_F(n)\mathbf{h}_F(n)\}.
\end{align*}
$$

(43)
Equation 43 can be represented in the following form:

$$E\{||\hat{h}_F(n+1)||^2\} = E\{||\hat{h}_F(n)||^2\} - \Delta \mu,$$  

where $\Delta \mu$ is given by:

$$\Delta \mu = -\mu^2 E\{e^T(n)(X_F^T(n)X_F(n))^{-1}e(n)\} + 2\mu E\{e^T(n)(X_F^T(n)X_F(n))^{-1}^\dagger X_F^T(n)\hat{h}_F(n)\}.$$  

If $\Delta \mu$ is maximized, then mean-square deviation (MSD) will undergo the largest decrease from iteration $n$ to iteration $n + 1$. The optimum step-size will be found with a derivation of $\Delta \mu$, with respect to $\mu$, $d\Delta \mu/d\mu = 0$,

$$\mu^o(n) = \frac{E\{e^T(n)(X_F^T(n)X_F(n))^{-1}^\dagger X_F^T(n)\hat{h}_F(n)\}}{E\{e^T(n)(X_F^T(n)X_F(n))^{-1}e(n)\}}.$$  

Now, by using the following approximation, $X_F^T(n)\hat{h}_F(n) \approx X_F^T(n)\hat{h}_F(n)$, and neglecting the dependency of $\hat{h}_F(n)$ on past noises, the optimum size in Equation 46 becomes:

$$\mu^o(n) = \frac{E\{|X_F^T(n)\hat{h}_F(n)|^2\}}{|E\{X_F^T(n)\hat{h}_F(n)\}|^2 + Y}.$$  

Now, by defining:

$$q_F(n) = X_F(n)(X_F^T(n)X_F(n))^{-1}X_F^T(n)\hat{h}_F(n),$$  

the optimum variable step-size can be approximated as:

$$\mu(n) = \mu_{max} \frac{||q_F(n)||^2}{||q_F(n)||^2 + Y},$$  

where $Y = \sigma^2_\varepsilon \text{Tr}(E\{X_F^T(n)X_F(n)\}^{-1})$, and we can estimate $q_F(n)$ with the following recursion:

$$\tilde{q}_F(n) = \beta \tilde{q}_F(n-1) + (1-\beta)X_F(n)(X_F^T(n)X_F(n))^{-1}e(n).$$  

Therefore, the updated equation for the family of VSS-SPU-APA is established as:

$$h_F(n+1) = h_F(n) + \mu(n)X_F(n)(X_F^T(n)X_F(n))^{-1}e(n).$$

Family of VSS-SPU-SR-APA

We can combine the VSS-SPU and VSS-SR approaches in affine projection adaptive filter algorithms to establish the family of VSS-SPU-SR-APA. Defining $SL \times P$ input signal matrix through:

$$X_{F,0}(n) = 
\begin{bmatrix}
   x_{j_1}(n-i_1D) & x_{j_1}(n-i_2D) & \cdots & x_{j_1}(n-i_pD) \\
   x_{j_2}(n-i_1D) & x_{j_2}(n-i_2D) & \cdots & x_{j_2}(n-i_pD) \\
   \vdots & \vdots & \ddots & \vdots \\
   x_{j_L}(n-i_1D) & x_{j_L}(n-i_2D) & \cdots & x_{j_L}(n-i_pD) 
\end{bmatrix},$$

Table 2. VSS adaptive filter algorithms.

<table>
<thead>
<tr>
<th></th>
<th>VSS-SR-APA</th>
<th>VSS-SPU-APA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_G(n)$</td>
<td>$[x(n-i_1D), x(n-i_2D), \cdots, x(n-i_PD)]$</td>
<td>$[X_F^T(n), X_F^T(n), \cdots, X_F^T(n)]^T$</td>
</tr>
<tr>
<td>$d_G(n)$</td>
<td>$[d(n-i_1D), d(n-i_2D), \cdots, d(n-i_PD)]^T$</td>
<td>$[d(n-i_1D), d(n-i_2D), \cdots, d(n-i_PD)]^T$</td>
</tr>
<tr>
<td>$e_G(n)$</td>
<td>$d_G(n) - X_G^T(n)h(n)$</td>
<td>$d_G(n) - X_G^T(n)h(n)$</td>
</tr>
<tr>
<td>$q_G(n)$</td>
<td>$\beta q_G(n-1) + (1-\beta)X_G(n)(X_G^T(n)X_G(n))^{-1}e_G(n)$</td>
<td>$\beta q_G(n-1) + (1-\beta)X_F(n)(X_F^T(n)X_F(n))^{-1}e(n)$</td>
</tr>
<tr>
<td>$\mu(n)$</td>
<td>$\mu_{max} \cdot \frac{1}{</td>
<td>q_G(n)</td>
</tr>
<tr>
<td>$h_G(n+1)$</td>
<td>$h_G(n) + \mu(n)X_G(n)(X_G^T(n)X_G(n))^{-1}e_G(n)$</td>
<td>$h_F(n) + \mu(n)X_F(n)(X_F^T(n)X_F(n))^{-1}e(n)$</td>
</tr>
</tbody>
</table>
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the update equation for the family of VSS-SPU-SR-APA is given by:
\[
\begin{align*}
h_F(n + 1) &= h_F(n) \\
&+ \mu(n) X_{F,G}(n)(X_{F,G}(n)X_{F,G}(n))^{-1} e_G(n). \quad (53)
\end{align*}
\]
where:
\[
\mu(n) = \mu_{\text{max}} \max\left\{ \frac{||\hat{q}_{F,G}(n)||^2}{||q_{F,G}(n)||^2 + \Theta} \right\}. \quad (54)
\]
The positive constant, \( \Theta = \sigma_v^2 \text{Tr} (E\{ (X_{F,G}(n)X_{F,G}(n))^{-1} \}) \), can be approximated as \( \sqrt{P/SNR} \), and we can estimate \( q_{F,G}(n) \) with the following recursion:
\[
\begin{align*}
\hat{q}_{F,G}(n) &= \beta \hat{q}_{F,G}(n - 1) \\
&+ (1 - \beta) X_{F,G}(n)(X_{F,G}(n)X_{F,G}(n))^{-1} e_G(n). \quad (55)
\end{align*}
\]

**COMPUTATIONAL COMPLEXITY**

The computational complexity of the VSS adaptive algorithms has been given in Table 3. The computational complexity of the APA is from [5]. The SPU-APA needs \( (K^2 + 2K)SL + K^3 + K^2 \) multiplications and 1 division. This algorithm needs \( B \log_2 S + O(B) \) comparisons when using the heapsort algorithm [27]. The SR-APA needs \( (P^2 + 2P)M + P^3 + P^2 \) multiplications and \( K \) divisions. This algorithm needs \( (K - P)M + K^2 + K \) additional multiplications and \( K \log_2 P + O(K) \) comparisons. Comparing the updated equation for APA and VSS-APA shows that the VSS-APA needs \( M \) additional multiplications due to variable stepsize. In VSS-SPU-APA, the additional multiplication is \( SL \). Also, this algorithm needs \( B \log_2 S + O(B) \) comparisons. It is obvious that the computational complexity of VSS-SPU-APA is lower than VSS-APA. The number of reductions in multiplication for VSS-SPU-APA is \( (M - SL)(K^2 + 2K + 1) \), which is large in some applications such as networks and acoustic echo cancellations. Also, the computational complexity of VSS-PRA and VSS-SPU-PRA is reduced by the factor of \( K \), because the adaptation of the filter coefficients is performed only once every \( K \) iterations. In VSS-SR-APA, the additional multiplication is \( M \) compared with SR-APA. Also this algorithm needs \( K \log_2 P + O(K) \) comparisons. It is obvious that the computational complexity of VSS-SR-APA is lower than VSS-APA. The computational complexity of VSS-PRA and VSS-SR-PRA is reduced by the factor of \( K \), because the adaptation of the filter coefficients is performed only once every \( K \) iterations. The VSS-SPU-SR-APA needs \( (P^2 + 2P)SL + P^3 + P^2 \) multiplications, which is lower than VSS-SR-APA and VSS-SPU-APA. This algorithm needs also \( K + 1 \) divisions, \( SL + (K - P)M + K + 1 \) additional multiplications and \( K \log_2 P + O(K) + B \log_2 S + O(B) \) comparisons.

**SIMULATION RESULTS**

We justified the performance of the proposed algorithm by carrying out computer simulations in system identification and line echo cancellation scenarios.

**System Identification**

In this experiment, the unknown system has 32 taps and is selected at random. The input signal, \( x(n) \), is a first order autoregressive (AR(1)) signal generated according to:
\[
x(n) = \rho x(n - 1) + w(n), \quad (56)
\]
where \( w(n) \) is a zero mean white Gaussian signal. The value of \( \rho \) is set to 0.9, generating a highly colored Gaussian signal. The measurement noise, \( v(n) \), with \( \sigma_v^2 = 10^{-3} \) was added to the noise free desired signal generated through \( d(n) = h_F^T x(n) \). The adaptive filter and the unknown channel are assumed to have the

<table>
<thead>
<tr>
<th>Table 3. The computational complexity of the APA, SPU-APA, SR-APA, VSS-APA, VSS-SPU-APA, and VSS-SPU-SR-APA.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Algorithm</strong></td>
</tr>
<tr>
<td>APA</td>
</tr>
<tr>
<td>SPU-APA</td>
</tr>
<tr>
<td>SR-APA</td>
</tr>
<tr>
<td>SPU-SR-APA</td>
</tr>
<tr>
<td>VSS-APA</td>
</tr>
<tr>
<td>VSS-SPU-APA</td>
</tr>
<tr>
<td>VSS-SR-APA</td>
</tr>
<tr>
<td>VSS-SPU-SR-APA</td>
</tr>
</tbody>
</table>
same number of taps. The parameters, $K$, and the number of blocks ($B$), are set to 4, and different values for $S$ and $P$ are used in simulations. In all simulations, the learning curves are obtained by ensemble averaging over 200 independent trials. Also, $\mu_{\text{max}}$ is selected in stability bound to guarantee the stability. Table 4 shows the stability bounds of SR-APA, SPU-APA and SPU-SR-APA for different values of $S$. These values are obtained from Equations B22 and B24 (Appendix B). Figure 2 shows the simulated steady-state MSE curves of the SPU-AP algorithm as a function of the step-size for colored Gaussian input. The step-size changes from 0.04 to $\mu_{\text{max}}$ for each parameter adjustment. As we can see, the theoretical values for $\mu_{\text{max}}$ show the good estimation of the stability bound of SR-AP algorithms. Figure 3 shows the results for the SPU-AP algorithm. The parameter, $B$, was set to 4 and different values for $S$ (2, 3, and 4) were selected. The step-size changes from 0.04 to $\mu_{\text{max}}$ for each parameter adjustment. Again, the theoretical values for $\mu_{\text{max}}$ show the good estimation of the stability bound of SPU-AP algorithms. In the simulations, $\mu_{\text{max}}$ is set to 1 for VSS-SR-APA. In VSS-SPU-APA, for $S = 2$ and $S = 3$, $\mu_{\text{max}}$ is set to 0.3 and 1, respectively. Also, the constant values of $\Phi$, $\Upsilon$ and $\Theta$ were set to 0.001.

Figure 4 shows the results for VSS-SR-APA. The parameter, $P$, was set to 2, and different values for $\mu$ (0.03, 0.1, 1) were used in SR-APA. This result shows that the VSS-SR-APA has fast convergence speed and low steady-state MSE. Figure 5 compares the learning curves of VSS-APA and VSS-SR-APA for different values of $P$. As we can see for $P = 2$.

Table 4. Stability bounds of the SR-AP, SPU-AP and SPU-SR-AP algorithms with different parameters for colored Gaussian input.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$\lambda_{\text{max}}(E[D^2_u(n)X^2(n)])$</th>
<th>$\lambda_{\text{max}}(M^{-1}N)$</th>
<th>$\lambda_{\text{max}}(\lambda(H)\in\mathbb{R}^+)$</th>
<th>$\mu_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SR-APA ($K = 4, P = 1$)</td>
<td>3.7003</td>
<td>2.0000</td>
<td>2.8049</td>
<td>2.0000</td>
</tr>
<tr>
<td>SR-APA ($K = 4, P = 2$)</td>
<td>3.7030</td>
<td>2.0001</td>
<td>3.0259</td>
<td>2.0001</td>
</tr>
<tr>
<td>SR-APA ($K = 4, P = 3$)</td>
<td>3.9993</td>
<td>2.0002</td>
<td>3.2445</td>
<td>2.0002</td>
</tr>
<tr>
<td>SR-APA ($K = 4, P = 4$)</td>
<td>3.3778</td>
<td>2.0002</td>
<td>3.6000</td>
<td>2.0002</td>
</tr>
<tr>
<td>SPU-APA ($K = 4, B = 4, S = 1$)</td>
<td>4.3021</td>
<td>0.0315</td>
<td>0.5723</td>
<td>0.0315</td>
</tr>
<tr>
<td>SPU-APA ($K = 4, B = 4, S = 2$)</td>
<td>3.6542</td>
<td>0.6341</td>
<td>2.7474</td>
<td>0.6341</td>
</tr>
<tr>
<td>SPU-APA ($K = 4, B = 4, S = 3$)</td>
<td>3.4940</td>
<td>1.4723</td>
<td>3.2591</td>
<td>1.4723</td>
</tr>
<tr>
<td>SPU-APA ($K = 4, B = 4, S = 4$)</td>
<td>3.2638</td>
<td>2.0002</td>
<td>3.4391</td>
<td>2.0002</td>
</tr>
<tr>
<td>SPU-APA ($K = 4, B = 4, P = 2, S = 2$)</td>
<td>3.8036</td>
<td>0.8999</td>
<td>2.7722</td>
<td>0.8999</td>
</tr>
<tr>
<td>SPU-APA ($K = 4, B = 4, P = 2, S = 3$)</td>
<td>4.0876</td>
<td>1.5911</td>
<td>3.1576</td>
<td>1.5911</td>
</tr>
<tr>
<td>SPU-APA ($K = 4, B = 4, P = 2, S = 4$)</td>
<td>4.1587</td>
<td>2.0013</td>
<td>3.1900</td>
<td>2.0013</td>
</tr>
</tbody>
</table>

Figure 2. Simulated steady-state MSE of SR-APA with $K = 4$ and $P = 1, 2, 3, 4$ as a function of the step-size for colored Gaussian input signal.

Figure 3. Simulated steady-state MSE of SPU-APA with $K = 4$, $B = 4$ and $S = 2, 3, 4$ as a function of the step-size for colored Gaussian input signal.
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Figure 4. Learning curves of SR-APA and VSS-SR-APA for $K = 4$ and $P = 2$.

Figure 5. Comparing the learning curves of VSS-APA and VSS-SR-APA with $P = 2$ and VSS-SR-APA with $P = 3$.

Figure 6. Learning curves of PRA and VSS-PRA for $K = 4$.

Figure 7. Learning curves of SR-PRA and VSS-SR-PRA for $K = 4$ and $P = 2$.

Figure 8. Comparing the learning curves of VSS-PRA, VSS-SR-PRA with $P = 2$ and VSS-SR-PRA with $P = 3$.

3, the VSS-SR-APA will be close to the VSS-APA. Furthermore, the computational complexity of VSS-SR-APA is lower than VSS-APA. In Figure 6, we presented the learning curves for PRA and VSS-PRA. Again, VSS-PRA has better performance compared with PRA. Figure 7 shows the results of VSS-SR-PRA for $P = 2$. The results present a better performance for VSS-SR-PRA compared with SR-PRA. Figure 8 compares the performance of the VSS-PRA and VSS-SR-PRA for $P = 2$ and $P = 3$. For $P = 3$, the results will be close to VSS-PRA. Also, the computational complexity of VSS-SPU-PRA will be lower than VSS-PRA. In Figure 9, we presented the learning curves of VSS-APA, VSS-PRA, VSS-SR-APA and VSS-SR-PRA. As we can see, the curve (c) in this figure, which is related to VSS-SR-ARA, has close performance to VSS-APA. Also, the curve (b) in this figure, which
is related to VSS-SR-PRA, with $P = 3$, has close performance to VSS-SR-PRA. In this algorithm, the input vectors are optimally selected and the adaptation is performed only once every $K$ iterations. Therefore, the reduction of the computational complexity is large in this algorithm. Figure 10 shows the performance of VSS-SR-APA for different values of $\Psi$. As we can see, this algorithm is not very sensitive to this parameter.

Figure 11 shows the results for VSS-SPU-APA. The parameter, $S$, was set to 2, and different values for $\mu$ (0.03, 0.1, 0.5) were used in SPU-APA. This result shows that the VSS-SPU-APA has fast convergence speed and low steady-state MSE. This fact can be seen in Figure 12 for $S = 3$. Figure 13 compares the learning curves of VSS-APA and VSS-SPU-APA. As we can see for $S = 3$, the VSS-SPU-APA will be close to the VSS-

![Figure 9](image1.png) \[\text{Figure 9. Comparing the learning curves of VSS-APA, VSS-PRA, VSS-SR-APA with } P = 2, 3 \text{ and VSS-SR-PRA with } P = 2, 3.\]

![Figure 10](image2.png) \[\text{Figure 10. Learning curves of VSS-SR-APA for different values of } \Psi.\]

![Figure 11](image3.png) \[\text{Figure 11. Learning curves of SPU-APA and VSS-SPU-APA for } K = 4, B = 4 \text{ and } S = 2.\]

![Figure 12](image4.png) \[\text{Figure 12. Learning curves of SPU-APA and VSS-SPU-APA for } K = 4, B = 4 \text{ and } S = 3.\]

![Figure 13](image5.png) \[\text{Figure 13. Comparing the learning curves of VSS-APA, VSS-SPU-APA with } S = 2 \text{ and VSS-SPU-APA with } S = 3.\]
APA. Furthermore, the computational complexity of VSS-SPU-APA is lower than VSS-APA. Figures 14 and 15 show the results of VSS-SPU-PRA for $S = 2$ and $S = 3$. The results present better performance for VSS-SPU-PRA compared with SPU-PRA. Figure 16 compares the VSS-PRA and VSS-SPU-PRA for $S = 2$ and $S = 3$. For $S = 3$, the results will be close to VSS-PRA. Also, the computational complexity of VSS-SPU-PRA will be lower than VSS-PRA. In Figure 17, we presented the learning curves of VSS-APA, VSS-PRA, VSS-SPU-APA and VSS-SPU-PRA. As we can see, the curve (b) in this figure, which is related to VSS-SPU-PRA, has close performance to VSS-APA. In VSS-SPU-PRA, the filter coefficients are partially updated and this adaptation is performed only once every $K$ iterations. Therefore, the reduction of the computational complexity is large in this algorithm.

Figure 18 shows the learning curves of SPU-SR-
APA and VSS-SPU-SR-APA with $S = 2$ and $P = 2$. This figure shows that VSS-SPU-SR-APA has better performance. This fact can be seen in Figure 19 for $P = 3$ and $S = 3$. Figure 20 compares the learning curves of VSS-SPU-SR-APA and VSS-APA. This figure shows that VSS-SPU-SR-APA with $S = 3$ and $P = 3$ has close performance to VSS-APA.

We have also studied the performance of the presented algorithms for real impulse response systems. Figure 21 shows the impulse response of the car echo path with 256 taps (the impulse response of the car echo path is from [21]). The parameters $K$ and $B$ were set to 4, and the input signal is the same as previous simulations. Figure 22 compares the performance of VSS-APA, VSS-SR-APA, VSS-PRA and VSS-SR-PRA. This figure shows that for $P = 3$, the convergence speed of VSS-SR-APA with $P = 3$ will be close to the VSS-APA. Figure 23 compares the performance of VSS-APA, VSS-SPU-APA, VSS-PRA and VSS-SPU-PRA. This figure shows that for $S = 3$, the convergence speed of VSS-SPU-APA will be close to VSS-APA.

**Line Echo Cancellation**

In communications over phone lines, a signal traveling from a far-end point to a near-end point is usually reflected in the form of an echo at the near-end due to mismatches in circuitry. The purpose of a Line Echo C canceller (LEC) is to eliminate the echo from a received signal. In this experiment, the input signal is a speech signal. Also, Figure 24 shows the impulse response sequence of a typical echo path (the impulse response of the line echo path and the input speech signal is from [5], page 347). In this simulation, the length

![Figure 19. Simulated steady-state MSE of SPU-APA with $K = 4$, $B = 4$ and $S = 2, 3, 4$ as a function of the step-size for colored Gaussian input signal.](image1)

![Figure 20. Comparing the learning curves of VSS-APA and VSS-SPU-SR-APA with $P = 2$, $S = 2$, and VSS-SPU-SR-APA with $P = 3$, $S = 3$.](image2)

![Figure 21. Impulse response of the car echo path.](image3)

![Figure 22. Comparing the learning curves of VSS-APA, VSS-PRA and VSS-SR-APA with $P = 3$, and VSS-SR-PRA with $P = 3$ when the impulse response of the car echo path should be identified.](image4)
Figure 23. Comparing the learning curves of VSS-APA, VSS-PRA and VSS-SPU-APA with $S = 3$ and VSS-SPU-PRA with $S = 3$ when the impulse response of the car echo path should be identified.

Figure 24. Impulse response of the line echo path.

of the adaptive filter is 128. Figure 25a shows the far-end signal samples. This signal is a synthetic signal that emulates the properties of speech [5]. Figure 25b shows the Echo signal. Figures 26a, b and c show the error signals that are obtained by VSS-SR-APA with $P = 2$, and $P = 3$, and VSS-APA. As we can see, by increasing the parameter, $P$, the error has smaller amplitude. Figures 27a, b and c show the error signals that are obtained by VSS-SP-S-APA with $S = 2$, $S = 3$ and VSS-APA. Again, by increasing the parameter $S$, the error has smaller amplitude. Figures 28a, b and c show the results for VSS-SPU-S-APA with $P = 2$, $S = 2$, and VSS-SPU-SR-APA with $P = 3$, $S = 3$ and VSS-APA.

CONCLUSIONS

In this paper, we presented the family of VSS-APA, VSS-SR-APA, VSS-SPU-APA and VSS-SPU-SR-APA. These algorithms exhibit fast convergence while reducing the steady-state mean square error as compared to the ordinary APA, SR-APA and SPU-APA algorithms. The presented algorithms were also computationally efficient. The stability bounds of these algorithms were analyzed based on energy conservation arguments. We demonstrated the performance of the presented
VSS adaptive algorithms in system identification and acoustic echo cancellation scenarios.
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APPENDIX A

Finding an Approximation for $\Psi$, and $\Upsilon$

In VSS-SR-APA, positive constant $\Psi$ is related to $\Psi = \sigma_a^2 \text{Tr}(E((X_t^t(n)X_t(n))^{-1}))$. This quantity is given by:

$$\Psi = \sigma_a^2 \text{Tr} \left( \begin{pmatrix} x(n-i_1) & x(n-i_2) \\ x(n-i_2) & x(n-i_2-1) \\ \vdots & \vdots \\ x(n-1) & x(n-1-1) \\ x(n-i_2-M+1) & x(n-i_2-M+1) \\ \vdots & \vdots \\ x(n) & x(n-1) \\ x(n) & x(n-1-1) \\ \vdots & \vdots \\ x(n-1) & x(n-1-1) \\ x(n-1) & x(n-1-1) \end{pmatrix}^{-1} \right).$$

(A1)

Similar to [28], by neglecting the off-diagonal elements, Equation 53 can be obtained:

$$\Psi = \sigma_a^2 \text{Tr}(E) \begin{pmatrix} 1 & 0 \\ 0 & 0 \\ \vdots & \vdots \\ \vdots & \vdots \\ \vdots & \vdots \end{pmatrix}.$$  

(A2)

Now applying the expectation and trace operators, we obtain:

$$\Psi = \sigma_a^2 \left( E \left\{ \frac{1}{||x(n-i_1)||^2} \right\} + E \left\{ \frac{1}{||x(n-i_2)||^2} \right\} + \cdots + E \left\{ \frac{1}{||x(n-i_1)||^2} \right\} \right).$$

(A3)

Equation 55 can be stated as:

$$\Psi = P \sigma_a^2 E \left\{ \frac{1}{||x(n-i_1)||^2} \right\}.$$  

(A4)
Now, we obtain that $\Psi$ can be approximated as $P/\text{SNR}$. Therefore, $\Psi$ is inversely proportional to SNR and proportional to $P$.

In VSS-SPU-APA, parameter $\Upsilon$ is obtained from the following relation:

$$
\Upsilon = \sigma^2_{\epsilon} \text{Tr} \left( E \left( \begin{array}{c}
\hat{x}^T_{j_1}(n) \\
\hat{x}^T_{j_1}(n-1) \\
\vdots \\
\hat{x}^T_{j_1}(n-K+1) \\
\hat{x}^T_{j_2}(n) \\
\vdots \\
\hat{x}^T_{j_2}(n-1) \\
\cdots \\
\hat{x}^T_{j_2}(n-K+1)
\end{array} \right) \right)
$$

where $\hat{x}(n)$ is the estimated signal at time $n$.

Now we obtain that $\Upsilon$ can be approximated as $K/\text{SNR}$.

**APPENDIX B**

**Mean-Square Stability Analysis of the Family of SPU-APA, SR-APA and SPU-SR-APA**

Now, we introduce the generic filter vector update equation to analyze the mean-square stability of the family of SPU and SR affine projection algorithms. The general filter vector update equation to establish the family of SPU-APA and SR-APA is introduced as:

$$
h(n+1) = h(n) + \mu C(n)X(n)Z(n)e(n). \quad (B1)
$$

where $C(n)$ and $Z(n)$ matrices are obtained from Table B1. To find the theoretical stability bound, we first study the transient behavior of the adaptive algorithms. The transient behavior of an adaptive filter algorithm is determined by evolution of the expected squared a priori error in time $n$, i.e. $E\{e^2(n)\}$, which is:

$$
E\{e^2(n)\} = E\{\tilde{h}^T(n)x(n)\tilde{x}^T(n)\tilde{h}(n)\}. \quad (B2)
$$

where $\tilde{h}(n) = h_1 - h(n)$ is the weight-error vector. Employing the common independence assumption [2], we have:

$$
E\{e^2(n)\} = E\{\tilde{h}^T(n)R\tilde{h}(n)\} = E\{||\tilde{h}(n)||_R^2\}. \quad (B3)
$$

where the autocorrelation matrix is $R = E\{x(n)x^T(n)\}$. Thus, to obtain the learning curve, we need to find $E\{||\tilde{h}(n)||_R^2\}$ as a function of $n$. We can recursively obtain $E\{||\tilde{h}(n)||_R^2\}$, where $\Sigma$ is a positive definite symmetric matrix whose dimension is commensurate with that of $\tilde{h}(n)$. If we substitute Equation 1 into Equation 12, the relation between the output estimation error vector, the a priori error vector and the noise vector is:

$$
e(n) = e_a(n) + \nu(n), \quad (B4)
$$

where $e_a(n) = X^T(n)\tilde{h}(n)$ is the a priori error vector. The generic weight error vector update equation can be stated as:

$$
\tilde{h}(n+1) = \tilde{h}(n) - \mu C(n)X(n)Z(n)(X^T(n)\tilde{h}(n))
$$

$$
+ \nu(n). \quad (B5)
$$

By defining $D(n) = Z^T(n)X^T(n)C(n)$, the $\Sigma$ weighted norm of both sides of Equation B5 is:

$$
||\tilde{h}(n+1)||_\Sigma = ||\tilde{h}(n)||_\Sigma^2 + \mu^2 ||\tilde{X}(n)||_\Sigma^2 \nu(n)
$$

$$
+ \{\text{Cross terms involving one instance of } \nu(n)\}. \quad (B6)
$$
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where:

\[ \Sigma' = \Sigma - \mu \Sigma D^T(n)X^T(n) - \mu X(n)D(n) \]

\[ + \mu^2 X(n)X^\Sigma(n)X^T(n), \quad (B7) \]

and:

\[ X^\Sigma(n) = D(n)\Sigma D^T(n). \quad (B8) \]

Taking the expectation from both sides of Equation B6 yields:

\[ E(||\tilde{h}(n + 1)||_{S_2}^2) = E(||\tilde{h}(n)||_{S_2}^2) \]

\[ + \mu^2 E\{v^T(n)X^\Sigma(n)v(n)\}. \quad (B9) \]

We now obtain the time evolution of the weight-error variance. The expectation of \( ||\tilde{h}(n)||_{S_2}^2 \) is difficult to calculate because of the dependency of \( \Sigma' \) on \( C(n), Z(n), X(n) \) and of \( h(n) \) on prior regressors. To solve this problem, we need to use the following independence assumptions [4]:

1. \( X(n) \) is an independent and identically distributed sequence matrix. This assumption guarantees that \( h(n) \) is independent of both \( \Sigma' \) and \( X(n) \).
2. \( \tilde{h}(n) \) is independent of \( D^T(n)X^T(n) \).

Using these assumptions, the final results is:

\[ E(||\tilde{h}(n + 1)||_{S_2}^2) = E(||\tilde{h}(n)||_{S_2}^2) \]

\[ + \mu^2 E\{v^T(n)X^\Sigma(n)v(n)\}. \quad (B10) \]

Looking only at the second term of the right hand side of Equation B10, we write:

\[ E\{v^T(n)X^\Sigma(n)v(n)\} = E\{Tr(v(n)v^T(n)X^\Sigma(n))\} \]

\[ = Tr(E\{v(n)v^T(n)\})E\{X^\Sigma(n)\}. \quad (B12) \]

Since \( E\{v(n)v^T(n)\} = \sigma_v^2I \), Equation B10 can be stated as:

\[ E(||\tilde{h}(n + 1)||_{S_2}^2) = E(||\tilde{h}(n)||_{S_2}^2) \]

\[ + \mu^2 \sigma_v^2 Tr(E\{X^\Sigma(n)\}). \quad (B13) \]

Applying the vec( ) operator [29] on both sides of Equation B11 yields:

\[ vec(\Sigma') = vec(\Sigma) - \mu vec(\Sigma E\{D^T(n)X^T(n)\}) \]

\[ - \mu vec(E\{X(n)D(n)\}\Sigma) \]

\[ + \mu^2 vec(E\{X(n)X^\Sigma(n)X^T(n)\}). \quad (B14) \]

Since, in general, vec(PSQ) = (Q^T \otimes P)vec(S) [29], Equation B14 can be written as:

\[ \sigma' = \sigma - \mu(E\{X(n)D(n)\}) \otimes I \sigma \]

\[ - \mu(I \otimes E\{X(n)D(n)\})\sigma \]

\[ + \mu^2(E\{(X(n)D(n)) \otimes (X(n)D(n))\}) \sigma. \quad (B15) \]

where \( \sigma' = vec(\Sigma') \) and \( \sigma = vec(\Sigma) \). By defining the \( M^2 \times M^2 \) matrix G as:

\[ G = I - \mu E\{X(n)D(n)\} \otimes I - (I \otimes E\{X(n)D(n)\}) \]

\[ + \mu^2 E\{(X(n)D(n)) \otimes (X(n)D(n))\}. \quad (B16) \]
Equation B15 becomes:
\[ \sigma' = G \sigma. \]  \hfill (B17)

The second term of the right hand side of Equation B13 is:
\[ \text{Tr}(E\{X^2(n)\}) = \text{Tr}(E\{D^T(n)D(n)\}) \cdot \Sigma. \]  \hfill (B18)

Defining \( \gamma \) as:
\[ \gamma = \text{vec}(E \{ D^T(n)D(n) \}). \]  \hfill (B19)

we have:
\[ \text{Tr}(E\{D^T(n)D(n)\}) \cdot \Sigma = \gamma^T \cdot \sigma. \]  \hfill (B20)

From the above, the recursion of Equation B13 is:
\[ E \{ \| \hat{y}(n+1) \|^2 \} = E \{ \| \hat{y}(n) \|^2 \}_{\text{GIR}} + \mu^2 \sigma^2 \cdot \gamma^T \cdot \sigma. \]  \hfill (B21)

The equation is stable if matrix \( G \) is stable [4]. From Equation B16, we know that \( G = I - \mu M + \mu^2 N \), where \( M = E \{ X(n)D(n) \} \otimes I + I \otimes E \{ X(n)D(n) \} \), and \( N = E \{ (X(n)D(n)) \otimes (X(n)D(n)) \} \). The condition on \( \mu \) to guarantee the convergence in the mean-square sense of the adaptive algorithms is:
\[ 0 < \mu < \min \left\{ \frac{1}{\lambda_{\text{max}}(M^{-1}N)}, \frac{1}{\max(\lambda(H) \in \mathbb{R}^+) \}} \right\}, \]  \hfill (B22)

where \( H = \begin{bmatrix} \frac{1}{2}M & \frac{1}{2}N \\ I & 0 \end{bmatrix} \). Taking the expectation from both sides of Equation B5 yields:
\[ E \{ \hat{y}(n+1) \} = [I - \mu E \{ D^T(n)X^T(n) \}] E \{ \hat{y}(n) \}. \]  \hfill (B23)

From Equation B23, the convergence to the mean of the adaptive algorithm in Equation B1 is guaranteed for any \( \mu \) that satisfies:
\[ \mu < \frac{2}{\lambda_{\text{max}}(E \{ D^T(n)X^T(n) \})}. \]  \hfill (B24)
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