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In this paper, an adaptive random search method, based on continuous action-set learning automata, is studied for solving stochastic optimization problems in which only the noise-corrupted value of a function at any chosen point in the parameter space is available. First, a new continuous action-set learning automaton is introduced and its convergence properties are studied. Then, applications of this new continuous action-set learning automata to the minimization of a penalized Shubert function and pattern classification are presented.

INTRODUCTION

Optimization with noisy corrupted measurements is a common problem in many areas of engineering. Consider a system with measurements of \( g(x, \alpha) \), where \( \alpha \) is the parameter and \( x \) is the observation. The parameter optimization problem is defined so as to determine the optimal parameter, \( \alpha^* \), such that the performance function, \( M(\alpha) = E[g(x, \alpha)] \), is optimized. Many efficient methods, like the steepest descent method and Newton's method, are available when gradient, \( \nabla M \), is explicitly available. Usually, due to the lack of sufficient information concerning the structure of function \( M \) or because of mathematical intractability, function \( M \) to be optimized is not explicitly known and only the noise-corrupted value of function \( M(\alpha) \) at any chosen point, \( \alpha \), can be observed. Two important classes of algorithm are available for solving the optimization problem: Stochastic approximation based algorithms [1] and learning automata based algorithms [2,3].

Stochastic approximation algorithms are iterative algorithms in which the gradient of function, \( M \), is approximated by a finite difference method and using the function evaluations obtained at points, which are chosen close to each other [1]. Learning automata are adaptive decision making devices that operate in unknown random environments and progressively improve their performance via a learning process. Learning automata are very useful for optimization of multimodal functions when the function is unknown and only noise-corrupted evaluations are available. In these algorithms, a probability density function, which is defined over the parameter space, is used for selecting the next point. The reinforcement signal and the learning algorithm are used by learning automata for updating the probability density function at each stage. It is required that this probability density function converge to some probability density function where the optimal parameter, \( \alpha^* \), is chosen with probability as being as close as possible to unity. The distinguishing feature of the learning is that probability distribution of \( g(x, \alpha) \) is unknown.

Methods based on stochastic approximation algorithms and learning automata represent two distinct approaches to learning problems. Though both approaches involve iterative procedures, updating at every stage is done in the parameter space in the first method, which may result in a local optimum, and in the probability space in the second method. Learning automata methods have two distinct advantages over the stochastic approximation algorithms. The first advantage is that the action space need not be a metric space because, as in stochastic approximation algorithms, the new value of the parameter is to be chosen close to the previous value. The second advantage is that the methods based on learning automata lead to global optimization, because, at every stage any element of the action-set can be chosen.

In this paper, an adaptive random search method for finding the global minimum of an unknown function is studied. In the first part of the paper, a new Continuous Action-set Learning Automaton (CALA) is introduced and its convergence behavior is stud-
ied. A strong convergence theorem for this learning automaton is stated and proven. In the second part of the paper, algorithms are proposed, which use the proposed CALA for stochastic optimization of a penalized Shubert function and pattern classification. The proposed algorithm is a constant step size learning algorithm and needs only one function evaluation at each stage. The proposed algorithm is independent of the dimension of the parameter space of the function to be optimized.

The rest of this paper is organized as follows: In the next section a brief review of learning automata is presented. Then, a new continuous action-set learning automaton is given and its behavior is studied. After that, algorithms for stochastic optimization and the experiments are given. Finally, the paper is concluded.

LEARNING AUTOMATA
Learning Automata (LA) are adaptive decision making units that can learn to choose the optimal action from a set of actions by interaction with an unknown random environment. At each instant, the LA chooses an action, \( \alpha_n \), from its action probability distribution and applies it to the random environment. The random environment provides a stochastic response, which is called a reinforcement signal, to the LA. Then, the LA uses the reinforcement signal and learning algorithm to update the action probability distribution.

Learning automata can be classified into two main groups: Finite Action-set Learning Automata (FALA) and Continuous Action-set Learning Automata (CALA) [4]. The action-set of FALA is finite and the action probability distribution is represented by a probability vector that is updated by a learning algorithm. Several algorithms for learning optimal parameters have been developed for many discrete and continuous parameters [2,3,5-7]. When the FALA is used for solving optimization problems, one needs to discretize the parameter space, so that actions of LA can be possible values of the corresponding parameter. The accuracy of the solution is increased by choosing the finer discretization and, hence, increasing the number of actions of LA. However, increasing the number of actions leads to slow convergence of the learning algorithm. A more satisfying solution would be to employ an LA model where the action-set can be continuous, such as a subset of real line. Such a model of LA is called a continuous action-set learning automaton. Like FALA, CALA also use a probability distribution function to choose an action and the learning algorithm updates this function based on the reinforcement signal.

Continuous action-set learning automata that are presented in [8] at instant \( n \) use a normal distribution with mean, \( \mu_n \), and standard deviation, \( \sigma_n \), for action probability distribution. At each instant, the CALA updates its action probability distribution by updating \( \mu_n \) and \( \sigma_n \). This CALA interacts with the environment through a choice of two actions at each instant. At each instant, the CALA chooses \( \alpha_n \in \mathbb{R} \) at random from its current distribution, \( \mathcal{N}(\mu_n, \sigma_n) \). Then, it gets reinforcement from the environment for the two actions: \( \mu_n \) and \( \alpha_n \). Let these reinforcements be \( \beta(\mu) \) and \( \beta(\alpha) \). Then, the action probability distribution is updated as:

\[
\begin{align*}
\mu_{n+1} &= \mu_n + a_1 \left[ \mu_n, \sigma_n, \alpha_n, \beta(\alpha), \beta(\mu) \right], \\
\sigma_{n+1} &= \sigma_n + a_2 \left[ \mu_n, \sigma_n, \alpha_n, \beta(\alpha), \beta(\mu) \right] - C_a [\sigma_n - \sigma_L],
\end{align*}
\]

(1)

where \( f_1(\cdot), f_2(\cdot) \) and \( \phi(\cdot) \) are defined as below:

\[
\begin{align*}
f_1(\mu, \sigma, \alpha, \beta(\mu)) &= \left[ \frac{\beta(\alpha) - \beta(\mu)}{\phi(\sigma)} \right] \left[ \frac{\alpha - \mu}{\phi(\sigma)} \right], \\
f_2(\mu, \sigma, \alpha, \beta(\mu)) &= \left[ \frac{\beta(\alpha) - \beta(\mu)}{\phi(\sigma)} \right] \left[ \frac{(\alpha - \mu)^2}{\phi(\sigma)} - 1 \right], \\
\phi(\sigma) &= (\sigma - \sigma_L)I\{\sigma > \sigma_L\} + \sigma_L,
\end{align*}
\]

(2)

and \( \sigma_L > 0, C > 0 \) and \( a \in (0, 1) \) are parameters of the algorithm. The learning algorithm for CALA is described below. Since the updating given for \( \sigma_n \) does not automatically guarantee that \( \sigma_{n+1} \geq \sigma_n \), a projected version of \( \sigma_n \) is always used, denoted by \( \bar{\phi}[\sigma_n] \). For this algorithm, it is shown that with an arbitrary large probability, \( \mu_n \) will converge close to the optimal action and \( \sigma_n \) will converge close to \( \sigma_L \), provided one chooses \( \alpha \) and \( \sigma_L \) sufficiently small and \( C \) sufficiently large [8].

Continuous Action Reinforcement Learning Automaton (CARLA) is introduced in [9,10]. Let the action-sets of an automaton be a bounded continuous random variable defined over the interval \( [\alpha_{\text{min}}, \alpha_{\text{max}}] \in \mathbb{R} \). CARLA uses a continuous probability density function, \( f(n) \), to choose its actions. It is assumed that no information about the actions is available at the start of learning and, therefore, the action probabilities have uniform distribution. CARLA updates \( f(n) \) according to the following rule:

\[
f(n + 1) = \\
\begin{cases}
a[f(n) + (1 - \beta_n)H(\alpha, \alpha_n)] & \text{if } \alpha_n \in [\alpha_{\text{max}}, \alpha_{\text{min}}], \\
0 & \text{otherwise},
\end{cases}
\]

(3)

where \( a \) is a normalization factor, \( \beta_n \in [0, 1] \) is the reinforcement signal and \( H(\alpha, r) \) is a symmetric Gaussian neighborhood function centered on \( r = \alpha_n \) given by \( H(\alpha, r) = \lambda e^{-\frac{|\alpha - r|^2}{2 \lambda^2}} \), where \( \lambda \) and \( \sigma \) are...
parameters that affect the height and the width of this neighborhood function.

Gullapalli proposed a generalized learning automaton with a continuous action-set, which uses the context input for selecting its actions and the reinforcement signal for updating its parameters [11]. Vasilakos et al. introduced a generalized learning automaton with a continuous action-set and has shown that this learning automaton finds the optimal action for each context vector [12]. In [13], a team of FALA and CALA is also used for stochastic optimization.

Learning automata have been successfully in many applications, such as computer networks [14-16], solving NP-complete problems [17-19], capacity assignment [20,21], neural network engineering [22-25], and cellular networks [26-29] to mention a few.

A NEW CONTINUOUS ACTION-SET LEARNING AUTOMATON

In this section, a new Continuous Action-set Learning Automaton (CALA) is introduced, which will be used later in the paper for stochastic optimization. For the proposed CALA, the Gaussian distribution, $N(\mu_n, \sigma_n)$, is used for selection of actions, which is completely specified by the first and second order moments, $\mu_n$ and $\sigma_n$. The learning algorithm updates the mean and variance of the Gaussian distribution at any instant, using the reinforcement signal, $\beta$, obtained from the random environment. The reinforcement signal, $\beta \in [0,1]$, is a noise-corrupted reinforcement signal, which indicates a noise-corrupted observation of function $M(.)$ at the selected action. The reinforcement signal, $\beta$, is a random variable whose distribution function coincides almost with the distribution, $H(\beta\alpha)$, that belongs to a family of distributions which depends on the parameter $\alpha$. Let:

$$M(\alpha) = \mathbb{E}[\beta(\alpha)|\alpha] = \int_{-\infty}^{\infty} \beta(\alpha) dH(\beta\alpha),$$

be a penalty function with bound $M$ corresponding to this family of distributions. It is assumed that $M(.)$ is measurable and continuously differentiable almost everywhere. The CALA has to minimize $M(.)$ by observing $\beta(\alpha)$. Using the learning algorithm, one ideally requires that $\mu_n \to \mu^*$ and $\sigma_n \to 0$, as time tends to infinity.

The interaction between the CALA and the random environment takes place as iterations of the following operations. Iteration $n$ begins by selection of an action, $\alpha_n$, by the CALA. This action is generated as a random variable from the Gaussian distribution with parameters $\mu_n$ and $\sigma_n$. The selected action is applied to the random environment and the learning automaton receives an evaluative signal, $\beta(\alpha_n)$, which has the mean value, $M(\alpha_n)$, from the environment. Then, the learning automaton updates the parameters $\mu_n$ and $\sigma_n$. Initially, $M(.)$ is not known and it is desirable that with the interaction of the learning automaton and the random environment, $\mu$ and $\sigma$ converge to their optimal values, which results in the minimum value of $M(.)$. The learning automaton uses the following rule to update parameters $\mu_n$ and $\sigma_n$, thus, generating a sequence of random variables, $\mu_n$ and $\sigma_n$:

$$\mu_{n+1} = \mu_n - a\beta(\alpha_n)\sigma_n(\alpha_n - \mu_n),$$

$$\sigma_{n+1} = f(\sigma_n),$$

where $a$ is learning rate and $f(.)$ is a function that produces a sequence of $\{\sigma_n\}$ (described later). Equation 4 can be written as:

$$\mu_{n+1} = \mu_n - a\sigma_n^2 y_n(\alpha_n),$$

where:

$$y_n(\alpha_n) = \beta(\alpha_n) \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right).$$

An intuitive explanation for the above updating equations is as follows. One can view the fraction in Equation 6 as the normalized noise added to the mean. Since $\alpha, \beta$ and $\sigma$ are all positive, the updating equation changes the mean value in the opposite direction of the noise. If the noise is positive, then the learning automaton should update its parameter, so that mean value increases and vice versa. Since $E[\beta|\alpha]$ is close to unity when $\alpha$ is far from its optimal value and is close to zero when $\alpha$ is near to the optimal value, the learning automaton updates $\mu$ with large steps when $\alpha$ is far from its optimal value and with small steps when $\alpha$ is close to its optimal value. This causes a finer quantization of $\mu$ near its optimal value and a grain quantization for points far away from its optimal value. Thus, one can consider the learning algorithm as a random direction search algorithm with adaptive step sizes.

In what follows, the convergence of the proposed learning automaton in stationary environments is stated and proven. The convergence is proven, based on the following assumptions.

Assumption 1

The sequence of real numbers, $\{\sigma_n\}$, is such that $\sigma_n \geq 0$, $\sum_{n=1}^{\infty} \sigma_n^3 = \infty$ and $\sum_{n=1}^{\infty} \sigma_n^4 < \infty$.

Note that these conditions imply that $\sigma_n \to 0$ as $n \to \infty$. Therefore, in limit, $\sigma_n$ of Gaussian distribution tends to zero and the action of the learning automaton becomes equal to the mean. The condition $\sum_{n=1}^{\infty} \sigma_n^3 = \infty$ ensures that the sum of increments to the initial mean, $\mu_0$, can be arbitrarily large, so that any finite initial value of $\mu_0$ can be transformed into
the optimal value, $\mu^*$. At the same time, the condition $\sum_{n=1}^{\infty} \sigma_n^2 < \infty$ ensures that the variance in $\mu_n$ is finite and the mean cannot diverge to infinity. Here, $\sigma^2$ is like the step size, thus, the above is the standard assumption in stochastic approximation algorithms on the step size.

**Assumption 2**

$M(\alpha)$ has a unique minimum at $\mu^*$. Let $R(\alpha) = \frac{\partial M(\alpha)}{\partial \alpha}$, and $S(\alpha) = \frac{\partial^2 M(\alpha)}{\partial \alpha^2}$, be the first and the second derivative of $M(\alpha)$, respectively. $M(\alpha)$ has a finite number of minima inside a compact set. $M(\alpha), R(\alpha)$ and $S(\alpha)$ have bounds $M, R$ and $S$, respectively.

Note that this assumption ensures that there is an optimal action, $\alpha^*$, for the learning automaton for which $E[\beta(\alpha^*)]$ is minimum. Since, in limit, $\sigma_n \to 0$, then, this assumption ensures that there is an optimal mean, $\mu^*$, for which $M$ is minimized.

**Assumption 3**

$M(\alpha)$ is linear near $\mu^*$, that is $\sup_{\varepsilon \leq |\alpha - \mu^*| \leq \varepsilon} (\alpha - \mu^*) R(\alpha) > 0$, for all $\varepsilon > 0$.

Assumptions 2 and 3 mean that the function being optimized has a unique minimum and behaves like a quadratic in the search area and near the optimum point.

**Assumption 4**

The noise in the reinforcement signal, $\beta(.)$, has a bounded variance, that is:

$$E\left\{[\beta(\alpha) - M(\alpha)]^2\right\} \leq K_1 \left[1 + (\alpha - \mu^*)^2\right],$$

for some real number, $K_1 > 0$.

Given the above assumptions, in what follows, the behavior of the proposed CALA is studied. The following theorem states the convergence of the random process defined by Equation 4. The method used to prove this theorem is similar to the methods used in stochastic approximation [1].

**Theorem 1**

Suppose that Assumptions 1 to 4 hold, $\mu_0$ is finite and there is an optimal value of $\mu^*$ for $\mu$. Then, if $\mu_n$ and $\sigma_n$ are evolved according to the given learning algorithm, then, $\lim_{n \to \infty} \mu_n = \mu^*$ with probability 1.

Before the above theorem is proven, first, the following two lemmas are proven.

**Lemma 1**

$$E[y_n(\alpha_n)|\mu_n] = \sigma_n R(\mu_n).$$

**Proof**

Let $\beta_n$ denote $\beta(\alpha_n)$, where $\alpha_n$ is a random variable chosen from Gaussian distribution with mean $\mu_n$ and variance $\sigma_n^2$.

$$E[y_n(\alpha_n)|\mu_n] = E \left[ M(\alpha_n) \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right) \mu_n \right].$$

Replacing $M(\alpha_n)$ with its second order Taylor series expansion around $\mu_n$ and simplifying, one obtains:

$$E[y_n(\alpha_n)|\mu_n] = M(\mu_n) E \left[ \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right) \mu_n \right]$$

$$+ R(\mu_n) E \left[ \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 \mu_n \right]$$

$$+ \frac{1}{2} E \left[ S(\xi) \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^3 \mu_n \right].$$

where $\xi$ lies between $\alpha_n$ and $\mu_n$. The first and last terms on the right hand side of the above equation are zero, because the odd moments of a Gaussian random variable, $\alpha_n$, are zero. Since $M(.)$ has a bounded second derivative, the above equation can be written as $E[y_n(\mu_n)|\mu_n] = \sigma_n R(\mu_n)$.

**Lemma 2**

$$E[y_n^2(\alpha_n)|\mu_n] \leq K_2 \left[1 + (\mu_n - \mu^*)^2\right].$$

**Proof**

$$E[y_n^2(\alpha_n)|\mu_n] = \int_{-\infty}^{\infty} E \left\{ \beta_n^2 \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 \mu_n \right\} dN(\alpha_n|\mu_n, \sigma_n)$$

$$= \int_{-\infty}^{\infty} E \left\{ \beta_n^2 \mu_n \right\} \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n).$$

By substituting Inequality 7 in the above equation, one obtains:

$$E[y_n^2(\alpha_n)|\mu_n] \leq K_1 \int_{-\infty}^{\infty} \left[1 + (\alpha_n - \mu^*)^2 + M^2(\alpha_n)\right]$$

$$\left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n)$$

$$= K_1 \int_{-\infty}^{\infty} \left[1 + M^2(\alpha_n)\right] \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n)$$

$$+ K_1 \int_{-\infty}^{\infty} [(\alpha_n - \mu_n)^2 + 2(\alpha_n - \mu_n)(\mu_n - \mu^*)]$$

$$+ (\mu_n - \mu^*)^2 \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n).$$
Since the odd moments of a Gaussian random variable are zero, the above equation can be written as:
\[
E\left[y^2_n(\alpha_n)|\mu_n\right] \leq K_1 + 3K_1\sigma_n^2 + K_1(\mu - \mu^*)^2
+ K_1\int_{-\infty}^{\infty} M^2(\alpha_n) \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n).
\]
Replacing \( M(\alpha_n) \) with its second order Taylor series expansion around \( \mu_n \) and using the fact that \( M \) and its first and second derivatives are bounded, the last term of the above equation is equal to:
\[
\int_{-\infty}^{\infty} M^2(\alpha_n) \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n)
\leq \int_{-\infty}^{\infty} \left[ M + R(\alpha_n - \mu_n) + S(\alpha_n - \mu_n)^2 \right]^2
\left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n),
\]
where \( \xi \) lies between \( \alpha_n \) and \( \mu_n \) and \( R \) and \( S \) are bounds of the first and the second derivative of \( M(\cdot) \), respectively. Using the fact that the odd moments of a Gaussian random variable are zero, the above inequality can be simplified as:
\[
\int_{-\infty}^{\infty} M^2(\alpha_n) \left( \frac{\alpha_n - \mu_n}{\sigma_n} \right)^2 dN(\alpha_n|\mu_n, \sigma_n)
\leq M^2 + 3R^2\sigma_n^2 + 3MS\sigma_n^2 + \frac{15}{4}S^2\sigma_n^4.
\]
Substituting the above equation in Equation 10, one obtains:
\[
E\left[y^2_n(\alpha_n)|\mu_n\right] \leq K_1 + 3K_1\sigma_n^2 + K_1(\mu - \mu^*)^2
+ K_1\left( M^2 + 3R^2\sigma_n^2 + 3MS\sigma_n^2 + \frac{15}{4}S^2\sigma_n^4 \right)
\]
Since \( \sigma_n, M, R \) and \( S \) are bounded random variables, there is a constant \( K_2 > 0 \), such that the above inequality can be written as:
\[
E\left[y^2_n(\alpha_n)|\mu_n\right] \leq K_2 \left( 1 + (\mu_n - \mu^*)^2 \right).
\]

**Proof of Theorem 1**

Let \( \epsilon_n = \mu_n - \mu^* \). Then using Equation 5, \( \epsilon_n \) can be defined recursively as:
\[
\epsilon_{n+1} = \epsilon_n - a\sigma_n^2y_n(\alpha_n).
\]

Squaring, taking the conditional expectation given in \( \mu_0, \ldots, \mu_n \) of both sides of the recursive formula for \( \epsilon_{n+1} \) and, then, using Lemmas 1 and 2, one obtains:
\[
E\left[\epsilon^2_{n+1}|\mu_0, \ldots, \mu_n\right]
= E\left[\epsilon_n - a\sigma_n^2y_n(\alpha_n)\right]^2 \left| \mu_0, \ldots, \mu_n\right]
\leq \epsilon_n^2 + a^2\epsilon_n^2(1 + \epsilon_n^2) - 2a^2\epsilon_n^2\epsilon_{n+1}R(\mu_n)
\leq \epsilon_n^2 + a^2\epsilon_n^2(1 + \epsilon_n^2)
= \epsilon_n^2(1 + a^2\epsilon_n^2) + a^2\epsilon_n^2.
\]

Let:
\[
Z_n = \epsilon_n^2\prod_{j=n}^{\infty}(1 + a^2\epsilon_j^2) + a^2\sum_{j=n}^{\infty}\prod_{i=j+1}^{\infty}(1 + a^2\epsilon_i^2).
\]

Then, using Equation 15, it is easy to show that \( \epsilon_n^2 \leq Z_n \) and \( E\{Z_n+1|\mu_0, \ldots, \mu_n\} \leq Z_n \). Taking the conditional expectations given, \( Z_1, \ldots, Z_n \), on both sides of the above inequality, one obtains \( E\{Z_{n+1}|Z_0, \ldots, Z_n\} \leq Z_n \), which shows that \( Z_n \) is a non-negative super-martingale. Thus, one has \( E\{Z_{n+1}\} \leq E\{Z_n\} \leq \cdots \leq E\{Z_1\} \leq \infty \). Therefore, using the martingale convergence theorems \[30\], \( Z_n \) converges with probability 1. Since \( \epsilon_n^2 \leq Z_n \), hence one concludes that \( \epsilon_n^2 \) converges to \( \eta \) with probability 1, where \( \eta < \infty \) is a random variable. Taking expectation on both sides of Equation 14, one obtains:
\[
E\left[\epsilon^2_{n+1}\right] - E\left[\epsilon^2_n\right] \leq a^2\epsilon_n^2\eta^2(1 + E\left[\epsilon^2_n\right])
- 2a^2\epsilon_n^2\epsilon_{n+1}R(\mu_n).
\]

Adding the first \( n \) of these inequalities, one gets:
\[
E\left[\epsilon^2_{n+1}\right] - E\left[\epsilon^2_1\right] \leq a^2\sum_{j=1}^{n}\epsilon_j^2\eta^2(1 + E\left[\epsilon^2_j\right])
- 2a^2\sum_{j=1}^{n}\sigma_j^2\epsilon_jR(\mu_j).
\]

Adding \( E\left[\epsilon^2_1\right] \) to both sides of the above inequality, one obtains:
\[
E\left[\epsilon^2_{n+1}\right] \leq E\left[\epsilon^2_1\right] + a^2\sum_{j=1}^{n}\sigma_j^2(1 + E\left[\epsilon^2_j\right])
- 2a^2\sum_{j=1}^{n}\sigma_j^2\epsilon_jR(\mu_j).
\]
Since $E\left[e_2^2\right]$ is positive, the above inequality becomes:

$$E[e_1^2] + a^2 K_2 \sum_{j=1}^{n} \sigma_j^4 (1 + E[e_j^2]) - 2a^2 K_2 \sum_{j=1}^{n} \sigma_j^3 e_j R(\mu_j) \geq 0.$$ 

From the above inequality, using the boundness of $E[e_j^2]$ (for $j > 0$) and Assumption 1, it follows that:

$$2a^2 K_2 \sum_{j=1}^{n} \sigma_j^3 e_j R(\mu_j) \leq E[e_2^2] + \sum_{j=1}^{n} a^2 K_2 \sigma_j^4 (1 + E[e_j^2]) < \infty.$$ 

Since $\sum_{j=1}^{\infty} \sigma_j^3$ diverges and, by Assumption 3, the quantity of $e_j R(\mu_j)$ is positive, one can conclude that for some sequence, $\{n_j\}$, one has $e_{n_j} R(\mu_{n_j}) \to 0$, with probability 1. The fact that $e_n^2$ converges with probability 1 to some random variable, $\eta$, together with Assumptions 1 through 4 and the above equation, it implies that $\eta = 0$ with probability 1. Hence, $\mu_n$ converges to $\mu^*$ with probability 1.

**NUMERICAL EXAMPLES**

In this section, the application of the proposed continuous action-set learning automaton is studied. Two problems are studied: The first problem is to find a minimum of the penalized Shubert function, when the function evaluations are corrupted by noise, and the second problem is to find an optimal discriminant function for pattern classifications. In both problems, only the function evaluations are assumed to be available.

**Optimization of a Function**

In this section, an algorithm is given, based on the proposed continuous action-set learning automaton, for optimization of an unknown function. The proposed algorithm can be easily extended to multivariate functions by using a cooperative game of CALA with identical payoff. Consider a function $F : \mathbb{R} \to \mathbb{R}$ to be minimized. At any instant, $n$, the automaton chooses an action, $\alpha_n$, using the Gaussian distribution, $N(\mu_n, \sigma_n)$, where $\mu_n$ and $\sigma_n$ are the mean and the standard deviation, respectively. As before, let $\beta(\alpha)$ denote the noisy function evaluation at point $\alpha \in \mathbb{R}$, such that $\beta(\alpha) = f(\alpha + \delta_n)$, where $\lambda_1$ and $\lambda_2$ are two appropriate scaling constants, such that $\beta(\alpha) \in [0, 1]$ and $f(\cdot)$ is a noisy evaluation of $F(\alpha)$. This is because of the assumption that $\beta$ is a bounded and nonnegative random variable. The signal $\beta(\alpha)$ is used to update $\mu$ of the Gaussian distribution (Equation 4).

In order to study the behavior of the proposed algorithm, one must consider the optimization of the penalized Shubert function, which is borrowed from [8], when the function evaluations are noisy. The penalized Shubert function (Figure 1) is frequently used as one of the benchmark problems for global optimization problems. The penalized Shubert function is given below:

$$F(x) = \sum_{i=1}^{5} i \cos((i + 1)x + 1) + u(x, 10, 100, 2),$$

where $u$ is the penalizing function, given by:

$$u(x, b, k, m) = \begin{cases} k(x - b)^m & x > b \\ 0 & |x| \leq b \\ k(-x - b)^m & x < -b \end{cases}.$$ 

This function has 19 minima within interval $[-10, 10]$, where three of them are global minima. The global minimum value of the penalized Shubert function is approximately equal to -12.87 and is attained at points close to -5.9, 0.4 and 6.8.

The proposed continuous action-set learning automaton and the automaton proposed in [8], with different initial values of the mean and variance parameters, are used for finding the minimum of the penalized Shubert function. The algorithm given in [8] is used with the following values of parameters: The penalizing constant, $C$, is equal to 5, the lower bound for the variance, $\sigma_L = 0.01$ and the step size $a = 2 \times 10^{-4}$. The proposed algorithm is used with $a = 0.01$ and the variance is updated according to the following equation:

$$\sigma_n = \frac{1}{\lfloor \mu_n \rfloor^{1/3}},$$

where $\lfloor \cdot \rfloor$ denotes the floor function. It can be easily verified that sequence $\{\sigma_n\}$ satisfies the conditions of Assumption 1. From the definition of the reinforcement

![Figure 1. The penalized Shubert function.](image-url)
signal $\beta$, it is clear that the highest expected reinforcement is 1.0 and the lowest expected reinforcement is 0.0 for either evaluation. It is easy to see that $M(\alpha) = E[\beta|\alpha]$ and $\beta$ satisfy Assumptions 2 through 4. The function evaluations are corrupted by a zero mean noise randomly generated from uniform and normal distributions. The results of simulation for two algorithms, when noise is in the range $[-0.5,0.5]$ with uniform distribution, are shown in Table 1, i.e. $f(x) = F(x) + U[-0.5,0.5]$, where $U[a,b]$ is a random number in interval $[a,b]$ with uniform distribution. The results of simulation for two algorithms when noise has normal distribution are shown in Tables 2 through 11, i.e. $f(x) = F(x) + N(0,\sigma)$, where $N(0,\sigma)$ is a random number with uniform distribution with zero mean and the variance of $\sigma$. The simulation results show that the mean values of Gaussian distribution used in CALA always converge to a minimum of the penalized Shubert function within the interval $[-10,10]$, which has a higher rate of convergence than the algorithm given in [8].

By comparing the results of simulations for both algorithms, one concludes that two algorithms have approximately the same accuracy, but the proposed algorithm has a higher speed of convergence. Figures 2 and 3 show the changes in $\mu$ versus $n$ for typical runs for the proposed algorithm and the algorithm given in [8], when noise with uniform or normal distribution is added to the function evaluations. These figures show that the proposed algorithm converges to a minimum quickly and has oscillations around the minimum point. However, such oscillations could be decreased by using a small step size, which results in decreasing the rate of convergence.

### Pattern Classification

In this section, an algorithm, based on the proposed continuous action-set learning automaton for solving pattern classification problems is given. A pattern classification problem can be formulated as follows: There is a set of patterns that must be classified into a finite number of classes. The information about a pattern is summarized by a $d$-dimensional vector, $X = [x_1, x_2, \ldots, x_d]^T$, called a feature vector. Let $m$ possible pattern classes be $\omega_1, \omega_2, \ldots, \omega_m$. Let $P(\omega_i)$ denote a priori probability and $P(X|\omega_i)$ (for

---

**Table 1.** The simulation results with noise $U[-0.5,0.5]$ added to the penalized Shubert function evaluations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Old Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_0$</td>
<td>$\mu_0$</td>
<td>$\sigma_0$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6.716046</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>0.436827</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>7.860426</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>6.704283</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>5.460699</td>
<td>0.1</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5.107043</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6.79686</td>
<td>0.1</td>
</tr>
</tbody>
</table>
Table 2. The simulation results with white noise \( N(0, 0.1) \) added to the penalized Shubert function evaluations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Sastry’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_0 )</td>
<td>( \sigma_0 )</td>
<td>( \mu_{s000} )</td>
<td>( \sigma_{s000} )</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>6.725683</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>6.727295</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>-5.84428</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>0.455886</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>6</td>
<td>-5.88647</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5</td>
<td>6.714694</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6</td>
<td>-5.86368</td>
</tr>
</tbody>
</table>

Table 3. The simulation results with white noise \( N(0, 0.2) \) added to the penalized Shubert function evaluations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Sastry’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_0 )</td>
<td>( \sigma_0 )</td>
<td>( \mu_{s000} )</td>
<td>( \sigma_{s000} )</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4.449063</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>6.729869</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>0.427261</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>6.696555</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>6</td>
<td>-8.10426</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5</td>
<td>6.704349</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6</td>
<td>-5.84628</td>
</tr>
</tbody>
</table>

Table 4. The simulation results with white noise \( N(0, 0.3) \) added to the penalized Shubert function evaluations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Sastry’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_0 )</td>
<td>( \sigma_0 )</td>
<td>( \mu_{s000} )</td>
<td>( \sigma_{s000} )</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>5.46562</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>6.70878</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>-8.1126</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>-5.8514</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>6</td>
<td>-7.1112</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5</td>
<td>6.72450</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6</td>
<td>-5.8533</td>
</tr>
</tbody>
</table>

Table 5. The simulation results with white noise \( N(0, 0.4) \) added to the penalized Shubert function evaluations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Sastry’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_0 )</td>
<td>( \sigma_0 )</td>
<td>( \mu_{s000} )</td>
<td>( \sigma_{s000} )</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>2.50023</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>4.461055</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>6.699889</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>6.726413</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>6</td>
<td>-5.842392</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5</td>
<td>-8.114588</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6</td>
<td>-9.088435</td>
</tr>
</tbody>
</table>
Table 6. The simulation results with white noise $N(0,0.5)$ added to the penalized Shubert function evaluations.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Sastry’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_0$</td>
<td>$\sigma_0$</td>
<td>$\mu_{8000}$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>4.458787</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>0.426808</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>6.716193</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>6.693639</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>6</td>
<td>0.42407</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5</td>
<td>-5.8382</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6</td>
<td>6.710624</td>
</tr>
</tbody>
</table>

Table 7. The simulation results with white noise $N(0,0.6)$.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Sastry’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_0$</td>
<td>$\sigma_0$</td>
<td>$\mu_{8000}$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>5.480349</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>0.435484</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>6.726655</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>6.709202</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>6</td>
<td>9.756602</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5</td>
<td>-9.9842</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6</td>
<td>-7.09524</td>
</tr>
</tbody>
</table>

Table 8. The simulation results with white noise $N(0,1.3)$.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Proposed Algorithm</th>
<th>Sastry’s Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_0$</td>
<td>$\sigma_0$</td>
<td>$\mu_{8000}$</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>6</td>
<td>6.70339</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>10</td>
<td>0.435437</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>5</td>
<td>6.72627</td>
</tr>
<tr>
<td>4</td>
<td>8</td>
<td>3</td>
<td>6.72900</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>6</td>
<td>9.76507</td>
</tr>
<tr>
<td>6</td>
<td>-10</td>
<td>5</td>
<td>-9.9842</td>
</tr>
<tr>
<td>7</td>
<td>-10</td>
<td>6</td>
<td>-9.9838</td>
</tr>
</tbody>
</table>

Table 9. The simulation results with white noise $N(0,1.9)$.
$i = 1, \cdots, m$ be the class conditional densities. The function of a pattern classifier is to assign the correct class membership to each given feature vector, $X$. Such an operation can be interpreted as a partition of the $d$-dimensional space into $m$ mutually exclusive regions. The partition boundary can be expressed in terms of discriminant functions. The forms of discriminant functions are assumed to be known, except for some of discriminant functions. The objective is to minimize the probability of misclassification of pattern $X$ ($E_{\omega}[\beta]$, where the expectation is with respect to statistical distribution on the pattern classes. Note that this criterion is a function of the parameter vector, $W$, which is to be identified.

\begin{align}
\omega = \begin{cases}
\omega_1 & \text{if } d(X, W) > 0 \\
\omega_2 & \text{otherwise}
\end{cases},
\end{align}

(19)

where $X = [x_1, x_2]^T$ is the feature vector. The only feedback to the team of continuous action-set learning automata is the reinforcement signal, which is computed according to the following rule:

\begin{align}
\beta = \begin{cases}
1 & \text{if } \omega \neq \hat{\omega} \\
0 & \text{otherwise}
\end{cases},
\end{align}

(20)

where $\omega$ is the classification of feature vector $X$. The objective is to minimize the probability of misclassification of pattern $X$ ($E_{\omega}[\beta]$,).
Table 12. The simulation results for pattern classification problem.

<table>
<thead>
<tr>
<th>Case</th>
<th>Initial Values</th>
<th>Sastry’s Algorithm</th>
<th>Proposed Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\mu_0^m$ $\mu_0^a$ $\mu_0^b$</td>
<td>Training Error</td>
<td>Test Error</td>
</tr>
<tr>
<td>1</td>
<td>1 6 4 6 6 4 32%</td>
<td>11%</td>
<td>11%</td>
</tr>
<tr>
<td>2</td>
<td>5 6 2 6 12 4 45%</td>
<td>12%</td>
<td>11%</td>
</tr>
<tr>
<td>3</td>
<td>4 6 2 6 12 4 42%</td>
<td>12%</td>
<td>11%</td>
</tr>
</tbody>
</table>

Let the class conditional densities for the two classes be given by the Gaussian distributions $P(X|\omega_1) = N(m_1, \Sigma_1)$ and $P(X|\omega_2) = N(m_2, \Sigma_2)$, where:

$m_1 = [2, 2]^T$, $m_2 = [4, 4]^T$,

$\Sigma_1 = \begin{bmatrix} 1 & -0.25 \\ -0.25 & 1 \end{bmatrix}$, $\Sigma_2 = \begin{bmatrix} 1.5 & -0.25 \\ -0.25 & 1.5 \end{bmatrix}.$

The following discriminant function is considered for this problem:

$g(X) = \frac{m_2 x_1 - (m^2 + 1) \left( x_0 - \frac{b}{(1 + m^2)^{1/2}} \right)^2}{1 + m^2} - \left( x_1 - \frac{b}{(1 + m^2)^{1/2}} \right)^2 - \left( x_2 - m x_0 + \frac{b}{(1 + m^2)^{1/2}} \right)^2.$

This function is a parabola described by three parameters, $m, x_0$ and $b$. The parameters of the optimal discriminant function for the above pattern classification problems are $m = 1.0, x_0 = 3.0$ and $a = 10.0$. For solving this problem, a team of three CALA are used, where each CALA is associated with one unknown parameter. The other parameters for the CALA used in this algorithm are the same as the parameters used in the previous section. For learning, 300 samples of pattern are chosen from each class, which are presented repeatedly to the team of CALA during the training process. Also, a test set consisting of 100 samples is generated from the two classes to find errors by the chosen discriminant function. The results of simulation for the proposed algorithm and the algorithm given in [8] are shown in Table 12. By carefully inspecting Table 12, it can be concluded that the proposed algorithm has smaller training and generalization errors.

CONCLUSIONS

In this paper, a random search algorithm for solving stochastic optimization problems has been studied. A class of problems has been considered where the only available information is noise-corrupted values of the function. In order to solve such problems, a new continuous action-set learning automaton was proposed and its convergence properties were studied. A strong convergence theorem for the proposed learning automaton was stated and proved. Finally, algorithms for two stochastic optimization problems were given and their behavior was studied through computer simulations. Computer simulations showed that the proposed method has a higher performance compared with existing continuous action-set learning automata based on optimization algorithms.
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