FUZZY INTEGRO-DIFFERENTIAL EQUATIONS: DISCRETE SOLUTION AND ERROR ESTIMATION
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Abstract. This paper investigates existence and uniqueness results for the first order fuzzy integro-differential equations. Then numerical results and error bound based on the left rectangular quadrature rule, trapezoidal rule and a hybrid of them are obtained. Finally an example is given to illustrate the performance of the methods.

1. Introduction

The topics of fuzzy differential equations (FDE) and fuzzy integral equations (FIE) in both theoretical and numerical points of view have been developed in recent years. Prior to discussing fuzzy integro-differential equations and their numerical treatments, it is necessary to present a brief introduction of the previous works about FDE and FIE. Goetschel, Voxman and Kaleva (see e.g [13, 15, 16]) studied initial value problems of fuzzy differential equations for the first time. The corresponding existence results for initial and boundary value problems have been obtained for fuzzy problems in [29, 18, 17, 21, 22, 24]. The main tool in studying existence and uniqueness of the solution for fuzzy integral equations is the Banach fixed point theorem which can be found in [23, 27, 5, 7, 6]. To solve fuzzy differential and integral equations numerically, several methods have been constructed in [3, 26, 19, 11, 1, 4, 11, 12, 2, 20]. Numerical procedures based on the trapezoidal quadrature rule along with convergence results have been investigated to solve fuzzy integral equations iteratively with arbitrary kernels in [11, 12]. In [9], the authors have introduced a general form for the quadrature rules and used it to solve linear fuzzy Fredholm integral equations by iterative method. Also they have investigated error estimation of the method. Bica (see e.g [10]) applied the general form to solve nonlinear fuzzy Fredholm integral equations numerically and also the error estimation of the method and a stopping criterion of the corresponding algorithm are given.

After a preliminary section, by using lemma 6.1 in [15], a fuzzy integro-differential equation is transformed to the corresponding Volterra integral equation of the second kind in section 3. Then, by using the metric appeared in [14], an existence theorem is proved irrespective to Lipschitz constant and also integration intervals in subsection 3.1. The fuzzy Volterra integral equation is solved by three methods
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in subsection 3.2. The first method which is an explicit one uses the left rectangular quadrature rule and thus no equation is needed to be solved. The trapezoidal rule is used in the second method which is going to be an implicit method and thus a linear equation should be solved. The two rules mentioned above are combined to imply the third method which is an explicit one having an acceptable error bound. Finally error bounds of the methods are investigated and a numerical example is presented to illustrate the performance of the methods.

2. Preliminaries

Definition 2.1. (see e.g. [8]) Let us denote by $\mathbb{R}_F$ the class of fuzzy subsets of the real axis $u : \mathbb{R} \to I = [0, 1]$, satisfying the following properties:

(i) $u$ is normal, i.e. $\exists x_0 \in \mathbb{R}$ with $u(x_0) = 1$,
(ii) $u$ is a convex fuzzy set (i.e. $u(tx + (1-t)y) \geq \min\{u(x), u(y)\}, \forall t \in [0, 1], x, y \in \mathbb{R}$,
(iii) $u$ is upper semicontinuous on $\mathbb{R}$,
(iv) $\{x \in \mathbb{R}; u(x) > 0\}$ is compact, where $\overline{A}$ denotes the closure of $A$.

Obviously $\mathbb{R} \subset \mathbb{R}_F$. Here $\mathbb{R} \subset \mathbb{R}_F$ is understood as $\mathbb{R} = \{\chi_x; x \text{ is a usual real number}\}$. For $0 < r \leq 1$, $r$-cut of fuzzy number $u$ is defined as $[u]^r = \{x \in \mathbb{R}; u(x) \geq r\}$ and $[u]^0 = \{x \in \mathbb{R}; u(x) > 0\}$. Then it is easily established that $u$ is a fuzzy number if and only if $[u]^r$ is a closed and bounded interval for each $r \in [0, 1]$, and $[u]^1 \neq \emptyset$ (see e.g. [13]). For $u, v \in \mathbb{R}_F$, and $\lambda \in \mathbb{R}$, the sum $u + v$ and the product $\lambda u$ are defined by $[u + v]^r = [u]^r + [v]^r$ and $[\lambda u]^r = \lambda [u]^r$, $\forall r \in [0, 1]$.

Let $D : \mathbb{R}_F \times \mathbb{R}_F \to \mathbb{R}_+ \cup \{0\}$, $D(u, v) = \sup_{x \in [0, 1]} \max\{|u_x^r - v_x^r|, |u_x^r - v_x^r|\}$, be the Hausdorff distance between fuzzy numbers, where $[u]^r = [u_x^r, u_x^r]$ and $[v]^r = [v_x^r, v_x^r]$. We define $\|\| = D(\cdot, 0)$, where $0 \in \mathbb{R}_F$, $0 = \chi_{\{0\}}$. Then the following properties are satisfied (see e.g. [28])

(i) $(\mathbb{R}_F, D)$ is a complete metric space,
(ii) $D(u + v, u + \omega) = D(v, \omega)$,
(iii) $D(k \cdot u, k \cdot v) = kD(u, v)$,
(ii) $D(u + v, \omega + \epsilon) \leq D(u, \omega) + D(v, \epsilon)$.

Definition 2.2. (see e.g. [9]) The function $f : [a, b] \to \mathbb{R}_F$ is called a Lipschitz function if there exists a real constant $L \geq 0$ such that, for all $x, y \in [a, b]$

$$D(f(x), f(y)) \leq L|x - y|.$$ 

We refer to $L$ as the Lipschitz constant of the function $f$.

Definition 2.3. (see e.g. [28]) Let $f : [a, b] \to \mathbb{R}_F$, $\delta : [a, b] \to \mathbb{R}_+$ and $a = x_0 < x_1 < \ldots < x_n = b$ be a partition of the interval $[a, b]$ with the intermediate points $\psi_i \in [x_{i-1}, x_i]$. The partition $P = \{[x_{i-1}, x_i]; \psi_i; i = 1, \ldots, n\}$ denoted by $P = (\Delta_n, \psi)$ is called $\delta$-fine iff $[x_{i-1}, x_i] \subseteq (\psi_i - \delta(\psi_i), \psi_i + \delta(\psi_i))$. 
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Definition 2.4. (see e.g. [28]) The function \( f \) is called Henstock integrable if for every \( \epsilon > 0 \) there exists a function \( \delta : [a, b] \rightarrow \mathbb{R}_+ \) such that for any \( \delta \)-fine partition \( P \), we have \( D \left( \sum_{i=1}^{n} (x_i - x_{i-1})f(\psi_i), A \right) \leq \epsilon \) for some \( A \in \mathbb{R} \). Then \( A \) is called the Henstock integral of \( f \) and it is denoted by \( (FH) \int_{a}^{b} f(t)dt \).

The integrals used in this paper are fuzzy Riemann integral which is a particular case of the Henstock integral.

Lemma 2.5. (see e.g. [9]) (i) Let \( f \) and \( g \) be Henstock integrable functions and \( D(f(t), g(t)) \) be Lebesgue integrable. Then

\[
D \left( (FH) \int_{a}^{b} f(t)dt, (FH) \int_{a}^{b} g(t)dt \right) \leq L \int_{a}^{b} D(f(t), g(t))dt.
\]

(ii) Let the function \( f : [a, b] \rightarrow \mathbb{R}_\pi \) be a Henstock integrable and bounded function. Then for every fixed point \( u \in [a, b] \), the function \( \phi_u : [a, b] \rightarrow \mathbb{R}_\pi \) defined by \( \phi_u(t) = D(f(u), f(t)) \) is Lebesgue integrable on \([a, b]\).

We recall the following preliminary results from [9, 25, 10].

Theorem 2.6. (see e.g. [9]) Let \( f : [a, b] \rightarrow \mathbb{R}_\pi \) be a Lipschitz function with the Lipschitz constant \( L \). Then for any partition \( a = x_0 < x_1 < \cdots < x_n = b \) and \( \xi_i \in [x_{i-1}, x_i] \), we have

\[
D \left( (FH) \int_{a}^{b} f(t)dt, \sum_{i=1}^{n} (x_i - x_{i-1})f(\xi_i) \right) \leq \frac{L}{2} \sum_{i=1}^{n} ((x_i - \xi_i)^2 + (\xi_i - x_{i-1})^2)
\]

\[
\leq \frac{L}{2} \sum_{i=1}^{n} (x_i - x_{i-1})^2.
\]

Corollary 2.7. (see e.g. [9]) Let \( f : [a, b] \rightarrow \mathbb{R}_\pi \) be a Lipschitz function with the Lipschitz constant \( L \). Then

\[
D \left( (FH) \int_{a}^{b} f(t)dt, (x - a) f(t) + (b - x) f(s) \right) \leq L \left[ \frac{(b - a)^2}{4} + (x - \frac{a + b}{2})^2 \right],
\]

for any \( x \in [a, b] \), \( t \in [a, x] \) and \( s \in [x, b] \).

The following corollary gives a new error bound for the fuzzy variant of the classical trapezoidal rule.

Corollary 2.8. (i) (see e.g. [10]) If we put \( t = a \), \( s = b \) and \( x = \frac{a + b}{2} \), then we obtain the error bound

\[
D \left( (FH) \int_{a}^{b} f(t)dt, \frac{b - a}{2} f(a) + \frac{b - a}{2} f(b) \right) \leq \frac{L(b - a)^2}{4},
\]

for the fuzzy trapezoidal rule.

(ii) (see e.g. [10].) The generalization inequality for the Lipschitz fuzzy function is

\[
D \left( (FH) \int_{a}^{b} f(t)dt, \sum_{i=0}^{n-1} \frac{x_{i+1} - x_i}{2} f(x_i) + f(x_{i+1}) \right) \leq \frac{L(b - a)^2}{4n}.
\]
Definition 2.9. (see e.g. [25]) Let $x, y \in \mathbb{R}_F$. If there exists $z \in \mathbb{R}_F$ such that $x = y + z$, then $z$ is called the $H$-difference of $x$ and $y$ and it is denoted by $x - y$.

Definition 2.10. (see e.g. [25]) A function $f : (a, b) \to \mathbb{R}_F$ is called $H$-differentiable at $x_0 \in (a, b)$ if for $h \geq 0$ sufficiently small, there exist the $H$-differences $f(x_0 + h) - f(x_0), f(x_0) - f(x_0 - h)$ and an element $f'(x_0) \in \mathbb{R}_F$ such that

$$\lim_{h \searrow 0} D \left( \frac{f(x_0 + h) - f(x_0)}{h}, f'(x_0) \right) = \lim_{h \searrow 0} D \left( \frac{f(x_0) - f(x_0 - h)}{h}, f'(x_0) \right) = 0.$$  

(Here $h$ at denominator means the multiplication with $\frac{1}{h}$.)

3. Main Results

Now we consider a linear fuzzy Volterra integro-differential equation of the form

$$y'(x) = f(x) + \int_a^x k(x, t)y(t)dt, \quad x \in I$$

(3)

with the initial condition

$$y(a) = y_0, \quad (4)$$

where $I = [a, b]$. Let $k : G \to \mathbb{R}$ be continuous with no sign changes being Lipschitz with respect to the second variable and $f : I \to \mathbb{R}_F$ be continuous, where

$$G := \{ (x, y) | x \in I, y \in [a, x] \} \subset I \times I.$$  

A function $y : I \to \mathbb{R}_F$ is a solution of the initial value problem (3)-(4) if and only if it is continuous and satisfies the integral equation

$$y(x) = y_0 + \int_a^x f(t)dt + \int_a^x \int_t^x k(t, s)y(s)dsdt,$$

for all $x \in I$ (see e.g. [15]).

By changing the order of the integration, we have

$$y(x) = y_0 + \int_a^x f(t)dt + \int_a^x \int_s^x k(t, s)y(s)dsdt.$$  

Since the function $k$ is with no sign changes by assumption, we have

$$\int_s^x k(t, s)y(s)ds = \left( \int_s^x k(t, s)dt \right) \cdot y(s)$$

and thus

$$y(x) = g(x) + \int_a^x k_1(x, s)y(s)ds,$$

where $k_1(x, s) = \int_s^x k(t, s)dt$ and $g(x) = y_0 + \int_a^x f(s)ds$.

Lemma 3.1. Let $k(t, s)$ be continuous in $(t, s)$ and Lipschitz with respect to $s$. Then $k_1(x, s)$ is Lipschitz with respect to $s$.  
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Proof. Let $a \leq s_1 \leq s_2 \leq x$. Then
\[
|k_1(x, s_1) - k_1(x, s_2)| = \left| \int_{s_1}^{x} k(t, s_1)dt - \int_{s_2}^{x} k(t, s_2)dt \right|
\]
\[
= \left| \int_{s_1}^{s_2} k(t, s_1)dt + \int_{s_2}^{x} k(t, s_1)dt - \int_{s_2}^{x} k(t, s_2)dt \right|
\]
\[
\leq \int_{s_1}^{s_2} |k(t, s_1)|dt + \int_{s_2}^{x} |(k(t, s_1) - k(t, s_2))|dt
\]
\[
\leq M|s_1 - s_2| + L|s_1 - s_2|(x - s_2)
\]
\[
\leq (M + L(b - a))|s_1 - s_2|
\]
where $M = \max_{(x, s) \in G} |k(x, s)|$ and $L$ is the Lipschitz constant of $k$ and thus $k_1$ satisfies in Lipschitz condition. 

**Lemma 3.2.** Let $y$ be $H$-differentiable and $k$ does not change sign. Then $k_1(x, s) \cdot y(s)$ is a Lipschitz function with respect to $s$.

**Proof.** Since $y$ is $H$-differentiable, it is a Lipschitz function i.e.,
\[
\exists \beta \geq 0, \quad D(y(s_1), y(s_2)) \leq \beta D(s_1, s_2).
\]
Without loss of generality, we assume that $k$ is positive. Then for $a \leq s_1 \leq s_2 \leq x$ we have
\[
D(k_1(x, s_1) \cdot y(s_1), k_1(x, s_2) \cdot y(s_2)) \leq D(k_1(x, s_1) \cdot y(s_1), k_1(x, s_2) \cdot y(s_1)) + D(k_1(x, s_2) \cdot y(s_1), k_1(x, s_2) \cdot y(s_2))
\]
\[
= \sup_{r \in [0, 1]} \max\{|k_1(x, s_1)\cdot y(s_1)|_r - k_1(x, s_2)\cdot y(s_1)|_r\}
\]
\[
+ |k_1(x, s_2)|_D(D(y(s_1), y(s_2))
\]
\[
\leq \sup_{r \in [0, 1]} \max\{|y(s_1)|_r \cdot |k_1(x, s_1) - k_1(x, s_2)|
\]
\[
+ M_1 D(y(s_1), y(s_2))
\]
\[
\leq \|y(s_1)\| \cdot |k_1(x, s_1) - k_1(x, s_2)| + M_1 \beta D(s_1, s_2)
\]
\[
\leq (M_2 L_1 + M_1 \beta) D(s_1, s_2),
\]
where $M_1 = \max_{(x, s) \in G} |k_1(x, s)|$, $M_2 = \max_{s \in I} \|y(s)\|$ and $L_1$ is the Lipschitz constant of $k_1(x, s)$ with respect to $s$. 

**Lemma 3.3.** Let $y$ be $H$-differentiable and $k$ does not change sign. Then
\begin{enumerate}[label=(i)]
\item $k_1(x, s) \cdot y(s)$ is continuous with respect to $s$,
\item $\{k_1(x, s) \cdot y(s) \mid s \in I\}$ is an equi-continuous family of functions.
\end{enumerate}

**Proof.** It is an immediate consequence of the definitions of continuity and equi-continuity.
3.1. Existence Result. Consider the space of functions

\[ X = \{ f : I \to \mathbb{R} | f \text{ is continuous} \} \]

along with the metric defined by

\[ D^*(f, g) = \sup_{t \in I} D(f(t), g(t)). \]

It is worth to remind that \((X, D^*)\) is a complete metric space (see e.g. [15]) with the norm defined by

\[ \|f\|_X = D^*(f, \bar{0}), \quad \forall f \in X. \]

**Theorem 3.4.** Let \( k : G \to \mathbb{R} \) be a continuous function with no sign changes and \( f : I \to \mathbb{R}_+ \) be continuous. Then problem (4) has a unique solution.

**Proof.** Let the operator \( A \) be defined on \( X \) by

\[ (Ay)(x) = g(x) + \int_a^x k_1(x, s)g(s)ds, \quad \forall x \in I. \]

We claim that \( A : X \to X \). To do this, it is evident that \( (Ay)(x) \in \mathbb{R}_+ \) for all \( x \in I \) and thus \( Ay : I \to \mathbb{R}_+ \). It is sufficient to prove it's continuity. For this, let \( t_1, t_2 \in I, t_1 \leq t_2 \) and \( y \in \mathbb{R}_+ \). Then

\[
D(Ay(t_1), Ay(t_2)) = D\left( g(t_1) + \int_a^{t_1} k_1(t_1, s)g(s)ds, g(t_2) + \int_a^{t_2} k_1(t_2, s)g(s)ds \right)
\]

\[
= D(g(t_1), g(t_2)) + D\left( \int_a^{t_1} k_1(t_1, s)g(s)ds, \int_a^{t_2} k_1(t_2, s)g(s)ds \right)
\]

\[
\leq D(g(t_1), g(t_2)) + \int_a^{t_1} D(k_1(t_1, s), g(s))ds + \int_a^{t_2} D(k_1(t_2, s), g(s))ds
\]

\[
\leq D(g(t_1), g(t_2)) + \int_a^{t_1} D(k_1(t_1, s), g(s))ds + \int_a^{t_2} D(k_1(t_2, s), g(s))ds
\]

\[
+ \int_a^{t_1} D(\bar{0}, k_1(t_1, s))ds.
\] (5)

Since \( k_1(t_2, s), g(s) \) is continuous (see lemma 3.3), there exists \( M > 0 \) such that \( \|k_1(t_2, s), g(s)\|_X \leq M \). Let \( \epsilon > 0 \) be arbitrary, then there are \( \epsilon_1 > 0, \epsilon_2 > 0 \) and \( \epsilon_3 > 0 \) such that \( \epsilon_1 + \epsilon_2(b - a) + \epsilon_3 M < \epsilon \). For \( \epsilon_1 > 0 \), there exists \( \delta_1 > 0 \) such that \( D\left( g(t_1), g(t_2) \right) \leq \epsilon_1 \) for \( |t_1 - t_2| \leq \delta_1 \). From lemma 3.3, \( \{k_1(x, s), g(s) | s \in I \} \) is an equicontinuous family of functions, thus for \( \epsilon_2 > 0 \), there exists \( \delta_2 > 0 \) such that

\[
\sup_{s \in I} D(k_1(t_1, s), g(s), k_1(t_2, s), g(s)) < \epsilon_2,
\]

for \( |t_1 - t_2| \leq \delta_2 \). Let \( \delta = \min\{\delta_1, \delta_2, \epsilon_3\} \) and \( t_1, t_2 \in I \) with \( |t_1 - t_2| \leq \delta \). Then from (5) we have

\[
D(Ay(t_1), Ay(t_2)) \leq \epsilon_1 + \epsilon_2(b - a) + \epsilon_3 M < \epsilon.
\]
To prove that $A$ is a contraction mapping, we set
\[ L_0 = \max_{(x,s) \in G} |k_1(x,s)| \]
and define
\[ D_\beta(f, g) := \sup_{x \in I} e^{-\beta L_0 x} D(f(x), g(x)), \quad \beta \geq 1 \]
as a metric on $X$ which is equivalent to the metric $D^*$ (see e.g. [14]). Thus for $y_1, y_2 \in X$ and $t \in I$, we have
\[
D(Ay_1(t), Ay_2(t)) = D\left(g(t) + \int_a^t k_1(t,s) y_1(s) ds, g(t) + \int_a^t k_1(t,s) y_2(s) ds\right)
\]
\[
\leq \int_a^t D(k_1(t,s) y_1(s), k_1(t,s) y_2(s)) ds
\]
\[
\leq \int_a^t L_0 D(y_1(s), y_2(s)) ds
\]
\[
= \int_a^t L_0 e^{\beta L_0 s} e^{-\beta L_0 a} D(y_1(s), y_2(s)) ds
\]
\[
= D_\beta(y_1, y_2) e^{\beta L_0 t} - e^{\beta L_0 a}
\]
\[
\leq D_\beta(y_1, y_2) e^{\beta L_0 t} 1 - e^{\beta L_0 (a-t)}
\]
which implies
\[
D(Ay_1(t), Ay_2(t)) e^{-\beta L_0 t} \leq D_\beta(y_1, y_2) \frac{1 - e^{\beta L_0 (a-t)}}{\beta}
\]
and consequently
\[
D_\beta(Ay_1, Ay_2) \leq D_\beta(y_1, y_2) \frac{1 - e^{\beta L_0 (a-b)}}{\beta}.
\]
Since $\frac{1 - e^{\beta L_0 (a-b)}}{\beta} < 1$, the operator $A$ is a contraction mapping. By the Banach fixed point theorem we conclude that the initial value problem (3)-(4) has a unique solution.

### 3.2. Numerical Solution.

In order to get a particular method, we choose a uniform partition $\Delta : a = x_0 < x_1 < \ldots < x_n = b$ of the interval $[a, b]$ with step size $h = b-a$ such that all resulting quadrature rules involve only intervals of the form $[a, x_i]$ using just the points $x_0, x_1, \ldots, x_i$. Then we approximate the unknown function $y$ at the points $x_i, \forall i = 0, \ldots, n$ as follows:

(i) $y_0 = y(a)$,
(ii) \( y_i = g(x_i) + Q_i := g(x_i) + Q_{[a,x_i]}(k_1(x_i), \ldots, g(.)), \quad i = 1, 2, \ldots \)

where we define \( \hat{y}(x_i) := y_0 \) and

\[
Q_i := Q_{[a,x_i]}(f) = \sum_{l=0}^{i} \omega_{i,l} f(x_l)
\]

as a quadrature rule. We have explicit or implicit equation for \( y_i \) either \( \omega_{i,i} = 0 \) which corresponds to the left rectangular and hybrid quadrature rules or \( \omega_{i,i} \neq 0 \) which corresponds to the trapezoidal quadrature rule. In the rectangular rule, we do not need to solve any equation but the accuracy is low and its error is bounded

\[
\|R(Q_i)\| \leq \frac{L}{2} \sum_{j=1}^{i} (x_j - x_{j-1})^2 \leq \frac{L}{2} \sum_{j=1}^{n} (x_j - x_{j-1})^2 = \frac{L(b-a)}{2} h,
\]

(6)

where \( R(Q_i) \) is the quadrature error and \( L \) is a Lipschitz constant (see theorem 2.6). From lemma 3.2, \( k_1(x, s).y(s) \) is Lipschitz with respect to \( s \) with a Lipschitz constant.

For more accurate results, we apply trapezoidal rule which leads to implicit method needing the equation

\[
y_i = g(x_i) + \frac{h}{2} k_1(x_i, x_0).y(x_0) + h. \sum_{l=1}^{i-1} k_1(x_l, x_i).y_l + \frac{h}{2} k_1(x_i, x_i).y_i,
\]

(7)

to be solved for \( y_i, i = 1, 2, \ldots, n \).

It is required to verify the existence and uniqueness of solution of this equation. To this end we prove the following lemma.

**Lemma 3.5.** Let the step size \( h \) be sufficiently small:

\[
h < 2/L_0.
\]

Then equation (7) has the unique solution \( y_i \).

**Proof.** To simplify notations, let

\[
e_{i} := g(x_i) + \frac{h}{2} k_1(x_i, x_0).y(x_0) + h. \sum_{l=1}^{i-1} k_1(x_l, x_i).y_l
\]

and define the operator \( T : \mathbb{R}_x \rightarrow \mathbb{R}_x \) by

\[
T(\zeta) := e_i + \frac{h}{2} k_1(x_i, x_i).\zeta.
\]

Since \( k_1(x_i, x_i).\zeta \) is a Lipschitz function with the Lipschitz constant \( L_0 \) with respect to \( \zeta \), we have

\[
D(T(\zeta), T(\xi)) = \frac{h}{2} D(k_1(x_i, x_i).\zeta, k_1(x_i, x_i).\xi) \leq \frac{L_0 h}{2} D(\zeta, \xi)
\]

and since \( h < 2/L_0 \), it follows that \( T \) is contraction in the complete metric space \( (\mathbb{R}_x, D) \). The Banach fixed point theorem can be applied to complete the proof.

Furthermore, the Banach fixed point theorem offers an iterative method to obtain approximate solution of (7), i.e.

\[
y_i^{(0)} = y_i-1, \quad y_i^{(m+1)} = e_i + \frac{h}{2} k_1(x_i, x_i).y_i^{(m)}, \quad m = 0, 1, 2, \ldots
\]

(8)
For the trapezoidal quadrature rule, from (2), we have
\[ \| R(Q_i) \| \leq \frac{L}{4} h (b - a). \]

To avoid solving any equation, we divide the interval \([a, x_i]\) into the intervals \([a, x_{i-1}]\) and \([x_{i-1}, x_i]\). For the first interval we use trapezoidal rule and for the second interval we use left-side rectangular. This quadrature rule is called a hybrid method. The resulting explicit equation is given by
\[
y_i = g(x_i) + \frac{h}{2} k_1(x_i, x_0) y(x_0) + h \sum_{l=1}^{i-2} k_1(x_i, x_l) y_l + \frac{3h}{2} k_1(x_i, x_{i-1}) y_{i-1},
\]
for \(i = 1, 2, ..., n\) with the upper error bound
\[
\| R(Q_i) \| = D \left( \int_{a}^{x_i} f(t) dt, \frac{h}{2} f(x_0) + \sum_{l=1}^{i-2} h f(x_l) + \frac{3h}{2} f(x_{i-1}) \right)
\leq D \left( \int_{a}^{x_{i-1}} f(t) dt, \frac{h}{2} f(x_0) + \sum_{l=1}^{i-2} h f(x_l) + \frac{h}{2} f(x_{i-1}) \right)
+ D \left( \int_{x_{i-1}}^{x_i} f(t) dt, h f(x_{i-1}) \right),
\]
which is summarized by using (1) and (2) as
\[
\| R(Q_i) \| \leq L \frac{b - a}{4} h + \frac{L}{2} h^2 + \frac{L(b - a)}{2} h \left( \frac{1}{2} + \frac{1}{n} \right).
\]
Therefore for the given quadrature rules, we have
\[
\| R(Q_i) \| \leq C_R h.
\]
where \(C_R\) takes the values \(\frac{L(b - a)}{2^2}, \frac{L(b - a)}{4^2}\) and \(\frac{L(b - a)}{2} \left( \frac{1}{2} + \frac{1}{n} \right)\) for left-side rectangular, trapezoidal and hybrid quadrature rules respectively.

3.3. Error Estimation. In this section, we discuss upper bound of the error function
\[
d_i := D(y_i, y(x_i)),
\]
where \(y_i\) is the approximate value of \(y(x_i)\).

**Lemma 3.6.** (see e.g. [14]) Assume that there are the numbers \(\alpha, \beta_i \geq 0\) and \(0 \leq M_0 \leq 1\) such that
\[
0 \leq d_i \leq \alpha + \sum_{l=0}^{i-1} \beta_i d_l + M_0 d_i \quad i \geq 0.
\]
Then for all \(i \geq 0\), we have
\[
d_i \leq \frac{\alpha}{1 - M_0} \prod_{l=0}^{i-1} \left( 1 + \frac{\beta_l}{1 - M_0} \right) \leq \frac{\alpha}{1 - M_0} \exp \left( \sum_{l=0}^{i-1} \frac{\beta_l}{1 - M_0} \right).
\]
Theorem 3.7. (rectangular and hybrid quadrature rules) Assume that \( k(x, t) \) is continuous and has no sign changes, \( y(x) \) is \( H \)-differentiable and \( f(x) \) is continuous. Then the error estimate
\[
d_i \leq C h
\]
holds for the approximation \( y_i \) defined in subsection 3.2 by left-side rectangular or hybrid quadrature rule with \( C = C_R \exp (L_0 i h) \).

Proof. Due to (4) the initial error vanishes:
\[
d_0 = 0
\]
while for \( i > 0 \), we have
\[
d_i = D \left( g(x_i) + \sum_{l=0}^{i-1} \omega_{l,i} k_1(x_i, x_l) y_l g(x_i) + \int_{x}^{x} k_1(x_i, s) y(s) ds \right)
\]
\[
= D \left( \sum_{l=0}^{i-1} \omega_{l,i} k_1(x_i, x_l) y_l + \sum_{l=0}^{i-1} \omega_{l,i} k_1(x_l, x_l) y(x_l) + R(Q_i) \right)
\]
\[
\leq D \left( \sum_{l=0}^{i-1} \omega_{l,i} k_1(x_i, x_l) y_l + \sum_{l=0}^{i-1} \omega_{l,i} k_1(x_l, x_l) y(x_l) \right) + D(0, R(Q_i))
\]
\[
\leq \sum_{l=0}^{i-1} \omega_{l,i} \left| D_k (k_1(x_i, x_l) y_l, k_1(x_l, x_l) y(x_l)) + \| R(Q_i) \| \right|
\]
\[
\leq \sum_{l=0}^{i-1} \omega_{l,i} \| L_0 D(y_l, y(x_l)) + \| R(Q_i) \| \|
\]
\[
\leq \sum_{l=0}^{i-1} \omega_{l,i} \| L_0 d_l + \| R(Q_i) \| \|
\]
\[
\leq \sum_{l=0}^{i-1} \omega_{l,i} \| L_0 d_l + \| R(Q_i) \| \|, \tag{10}
\]
where \( R(Q_i) \) is the quadrature error for the integrand
\[
k_i(x_i, s) y(s).
\]
From (9) and (10), we finally obtain
\[
d_i \leq L_0 \sum_{l=0}^{i-1} \| \omega_{l,i} \| d_l + C_R h. \tag{11}
\]
To simplify the inequality (11), we introduce the new constants \( \beta_l = L_0 \| \omega_{l,i} \| \), \( \alpha = C_R h \) and \( M_0 = 0 \). Then (11) can be written as
\[
0 \leq d_i \leq \alpha + \sum_{l=0}^{i-1} \beta_l d_l + M_0 d_l \quad i > 0. \tag{12}
\]
Consequently, we conclude from the lemma 3.6, equation (3.3) and \( d_0 = 0 \) that
\[
d_i \leq \frac{\alpha}{1 - M_0} \exp \left( \sum_{l=0}^{i-1} \frac{\beta_l}{1 - M_0} \right).
\]
Substituting \( \alpha = C_R h \), \( \beta_l = L_0 | \omega_{l,i} | \) and \( M_0 = 0 \), we obtain

\[
d_i \leq C_R h \exp \left( \sum_{l=0}^{i-1} L_0 h \right) = C_R h \exp (L_0 i h),
\]

which completes the proof.

For the error estimation of trapezoidal quadrature rule we state the following theorem, since in this case the equation for \( y_i \) is different from two other cases.

**Theorem 3.8.** (trapezoidal quadrature rule) Assume that \( k(x,t) \) is continuous and does not change sign, \( y(x) \) is \( H \)-differentiable and \( f(x) \) is continuous. To get an approximation to the solution of equation\((7)\) use the first iterate \( \tilde{y}_i = y_i^{(1)} \) from \((8)\).

Then the following error estimate holds for \( \tilde{y}_i \)

\[
D(y(x_i), \tilde{y}_i) \leq Ch,
\]

where \( C = (L_y + C_R) \exp(ihL_0) \).

**Proof.** The approximation \( \tilde{y}_i \) of \( y_i \) is obtained

\[
\tilde{y}_0 := y_0 = y(x_0), \quad y_i^{(0)} := \tilde{y}_{i-1}, \quad \tilde{y}_i := y_i^{(1)}
\]

and so

\[
d_i = D(\tilde{y}_i, y(x_i)) = D(g(x_i) + h \sum_{j=0}^{i-1} k_1(x_i, x_j) \tilde{y}_j + \frac{h}{2} k_1(x_i, x_i) \tilde{y}_{i-1},
\]

\[
g(x_i) + h \sum_{j=0}^{i-1} k_1(x_i, x_j) y(x_j) + R(Q_i))
\]

\[
\leq h \sum_{j=0}^{i-1} D(k_1(x_i, x_j) \tilde{y}_j, k_1(x_i, x_j) y(x_j)) + D(\tilde{y}_{i-1}, R(Q_i))
\]

\[
\leq hL_0 \sum_{j=0}^{i-1} d_j + \frac{hL_0}{2} D(\tilde{y}_{i-1}, y(x_i)) + \| R(Q_i) \|
\]

\[
\leq hL_0 \sum_{j=0}^{i-1} d_j + \frac{hL_0}{2} D(\tilde{y}_{i-1}, y(x_{i-1})) + D(y(x_{i-1}), y(x_i)) + C_R h
\]

\[
\leq hL_0 \sum_{j=0}^{i-1} d_j + \frac{hL_0}{2} d_{i-1} + L_y h + C_R h
\]

\[
= hL_0 \sum_{j=0}^{i-2} d_j + \frac{3hL_0}{2} d_{i-1} + (L_y + C_R) h.
\]
Here, $\sum'$ denotes the sum with the weights 1 for $1 \leq j \leq i - 1$ and $\frac{1}{2}$ for $j = 0$ and $j = i$, and $L_y$ is the Lipschitz constant of $y$ (note that $y$ is Lipschitz, since $y$ is $H$-differentiable).

Now lemma 3.6 is applicable with $M_0 = 0$, $\alpha = (L_y + C_R)h$ and $\sum^{i-1}_{j=0} \beta_j = ihL_0$, which yields the desired result.

\begin{example}
Consider the fuzzy number $A$ along with the $r$-cuts $[A]_r = [r^2 + r, 4 - r^2 - r]$ for $r \in [0, 1]$. Let the functions $k : [0, 1] \times [0, 1] \rightarrow \mathbb{R}$ and $f : [0, 1] \rightarrow \mathbb{R}$ be given by

\begin{align*}
k(x, t) &= 0.1 \sin(\frac{x}{2}) \sin(t), \\
f(x) &= \left(\frac{1}{2} \cos(\frac{x}{2}) - 0.1 \sin^2(\frac{x}{2}) + \frac{0.1}{3} \sin(\frac{x}{2}) \sin(\frac{3x}{2})\right)A.
\end{align*}

Then the fuzzy integro-differential equation

\begin{equation*}
y'(x) = f(x) + \int_0^x k(x, t) y(t) \, dt, \quad x \in [0, \frac{\pi}{2}], \\
y(0) = 0
\end{equation*}

has the exact solution $y(x) = \sin(\frac{x}{2})A$. The results based on rectangular, trapezoidal and hybrid quadrature rules for $n = 10$ are shown in Figures 1-3. In the figures, the points $(x_i, [y_i]_r)$ are displayed for $r_j = \frac{j}{n}$, $j = 0, \ldots, 4$ where $[y_i]_r$ is the $r_j$-cut of the approximate solution $y_i$ at the points $x_i = \frac{i \pi}{20}$ for $i = 0, \ldots, 10$. The lines show $r$-cuts of the exact solution for $r = 0, 1$. Numerical results for this example are reported in tables 1-3 for the rectangular, trapezoidal and hybrid methods respectively. In these tables, $E^r = \max\{|y_i^+(x_i) - y_i^-(x_i)|, |y_i^+(x_i) - y_i^+(x_i)|\}$. As you see, the results in Tables 1, 2 are the same, since in converting the integro-differential equation to the corresponding integral equation the term $\cos(\frac{x}{2}) - \cos(\frac{x}{2})$ appears under integral sign and it is equal to zero at the points $x = x_i, i = 1, \ldots, n$ for the trapezoidal rule. The CPU time reported at the end of each table is the running time of the program for getting all the results in that table.

\section{Conclusions and Further Research}

Approximation of the solution of linear fuzzy integro-differential equation in discrete form was studied and error estimates was obtained. We used the left rectangular and trapezoidal quadrature rules. First of them leads to an explicit method and the second one leads to an implicit and more accurate method. Finally we combined two mentioned quadrature rules to construct an explicit and accurate method. It is worth to note that, although the hybrid method is more time consuming but enjoys more accurate results. We have used $H$-differentiability which is $(i)$-differentiability defined in [8]. For the future works we will use $(ii)$ or $(iii)$ or $(iv)$ differentiability and also discuss solvability of nonlinear fuzzy integro-differential equations.
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Figure 1. Discrete Approximation of the Solution by Rectangular Quadrature Rule

Figure 2. Discrete Approximation of the Solution by Trapezoidal Quadrature Rule

Figure 3. Discrete Approximation of the Solution by Hybrid Quadrature Rule
Table 1. Numerical Results Based on Rectangular Rule

<table>
<thead>
<tr>
<th>$x$</th>
<th>$E_0^1$</th>
<th>$E_{1/4}^1$</th>
<th>$E_{1/2}^1$</th>
<th>$E_{3/4}^1$</th>
<th>$E^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi/20$</td>
<td>.6357e-6</td>
<td>.5935e-6</td>
<td>.5363e-6</td>
<td>.4494e-6</td>
<td>.3178e-6</td>
</tr>
<tr>
<td>$2\pi/20$</td>
<td>.5929e-5</td>
<td>.5535e-5</td>
<td>.5002e-5</td>
<td>.4192e-5</td>
<td>.2964e-5</td>
</tr>
<tr>
<td>$3\pi/20$</td>
<td>.1996e-4</td>
<td>.1864e-4</td>
<td>.1685e-4</td>
<td>.1412e-4</td>
<td>.0982e-4</td>
</tr>
<tr>
<td>$4\pi/20$</td>
<td>.4575e-4</td>
<td>.4271e-4</td>
<td>.3860e-4</td>
<td>.3235e-4</td>
<td>.2287e-4</td>
</tr>
<tr>
<td>$5\pi/20$</td>
<td>.8481e-4</td>
<td>.7918e-4</td>
<td>.7156e-4</td>
<td>.5997e-4</td>
<td>.4241e-4</td>
</tr>
<tr>
<td>$6\pi/20$</td>
<td>.1370e-3</td>
<td>.1279e-3</td>
<td>.1156e-3</td>
<td>.9685e-4</td>
<td>.6849e-4</td>
</tr>
<tr>
<td>$\pi/2$</td>
<td>.4153e-3</td>
<td>.3878e-3</td>
<td>.3504e-3</td>
<td>.2937e-3</td>
<td>.2077e-3</td>
</tr>
</tbody>
</table>

CPU time: 2.408''

Table 2. Numerical Results Based on Trapezoidal Rule

<table>
<thead>
<tr>
<th>$x$</th>
<th>$E_0^1$</th>
<th>$E_{1/4}^1$</th>
<th>$E_{1/2}^1$</th>
<th>$E_{3/4}^1$</th>
<th>$E^1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi/20$</td>
<td>.6357e-6</td>
<td>.5935e-6</td>
<td>.5363e-6</td>
<td>.4494e-6</td>
<td>.3178e-6</td>
</tr>
<tr>
<td>$2\pi/20$</td>
<td>.1189e-5</td>
<td>.1110e-5</td>
<td>.1003e-5</td>
<td>.0840e-4</td>
<td>.0594e-3</td>
</tr>
<tr>
<td>$3\pi/20$</td>
<td>.2656e-4</td>
<td>.2480e-4</td>
<td>.2241e-4</td>
<td>.1878e-4</td>
<td>.1328e-4</td>
</tr>
<tr>
<td>$4\pi/20$</td>
<td>.9620e-4</td>
<td>.8981e-4</td>
<td>.8118e-4</td>
<td>.6801e-4</td>
<td>.4810e-4</td>
</tr>
<tr>
<td>$5\pi/20$</td>
<td>.2255e-3</td>
<td>.2105e-3</td>
<td>.1902e-3</td>
<td>.1594e-3</td>
<td>.1127e-3</td>
</tr>
<tr>
<td>$6\pi/20$</td>
<td>.4225e-3</td>
<td>.3944e-3</td>
<td>.3564e-3</td>
<td>.2987e-3</td>
<td>.2112e-3</td>
</tr>
<tr>
<td>$7\pi/20$</td>
<td>.6867e-3</td>
<td>.6411e-3</td>
<td>.5794e-3</td>
<td>.4855e-3</td>
<td>.3433e-3</td>
</tr>
<tr>
<td>$8\pi/20$</td>
<td>.1009e-2</td>
<td>.9418e-3</td>
<td>.8511e-3</td>
<td>.7132e-3</td>
<td>.5044e-3</td>
</tr>
<tr>
<td>$9\pi/20$</td>
<td>.1371e-2</td>
<td>.1280e-2</td>
<td>.1159e-2</td>
<td>.9694e-3</td>
<td>.6856e-3</td>
</tr>
<tr>
<td>$\pi/2$</td>
<td>.1749e-2</td>
<td>.1633e-2</td>
<td>.1476e-2</td>
<td>.1237e-2</td>
<td>.8747e-3</td>
</tr>
</tbody>
</table>

CPU time: 8.749''

Table 3. Numerical Results Based on Hybrid Rule
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