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Abstract
With the explosion of learning materials available on personal learning environments (PLEs) in the recent years, it is difficult for learners to discover the most appropriate materials according to keyword searching method. Recommender systems (RSs) that are used to support activity of learners in PLE can deliver suitable material to learners. This technology suffers from the cold-start and sparsity problems. On the other hand, in most researches, less attention has been paid to latent features of products. For improving the quality of recommendations and alleviating sparsity problem, this research proposes a latent feature based recommendation approach. Since usually there isn’t adequate information about the observed features of learner and material, latent features are introduced for addressing sparsity problem. First preference matrix (PM) is used to model the interests of learner based on latent features of learning materials in a multidimensional information model. Then, we use genetic algorithm (GA) as a supervised learning task whose fitness function is the mean absolute error (MAE) of the RS. GA optimizes latent features weight for each learner based on his/her historical rating. The method outperforms the previous algorithms on accuracy measures and can alleviate the sparsity problem. The main contributions are optimization of latent features weight using genetic algorithm and alleviating the sparsity problem to improve the quality of recommendation.
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1. Introduction
The information available on the internet is increasing exponentially and it is necessary to create technologies which can assist learners to discover the most valuable information to them from all available information. To help users deal with information overload and provide personalized recommendations, recommender systems have become an important research area since the first paper on collaborative filtering in the mid-1990s [1]. The task of delivering personalized e-learning material is often framed in terms of a recommendation task in which a system recommends items to an active learner [2]. Several educational recommender systems have been proposed in the literature which most of them focus on recommending suitable materials or learning activities [3].

In recent years, recommender system is being deployed in more and more e-commerce entities to best express and accommodate customer’s interests. According to their strategies, recommender systems can be divided into three major categories: content-based, collaborative, and hybrid recommendation [1].

Majority of researches have used collaborative filtering as a recommendation strategy in recommender systems. The main idea of collaborative filtering is grouping like-minded users together. These systems which are also called clique-based systems, assume users who had similar choices before will make the same selection in the future. Initial hints of relating collaborative filtering to education have appeared in early relevant papers [4], but this strategy has been developed by other researchers [5-10]. Soonthornphisaj et al. [11] used collaborative filtering for material recommendation. First, the weights between the target learner and all the other learners are calculated by Pearson correlation. Then, n learners with the highest similarity to the active learner are selected as the neighborhoods. Finally, using the weight combination obtained from the neighborhood, the rating prediction is calculated. Bobadilla et al. [7] incorporated the learners score (obtained from a test) in the calculations by a new equation in collaborative filtering for item (material) prediction. Their experiment showed that the method obtained high item-prediction accuracy. Some of the (or some researchers) researchers used hybrid approaches for material recommendation. Liang et al. [12] implemented the combination of content-based filtering and collaborative filtering to make personalized recommendations for a courseware selection module. At first, a learner u enters some keywords on the portal of courseware management system. Then, the courseware recommendation module finds the k courseware with the same or similar keywords that others within the same learner interest group as learner u, choose. A relevance degree will be calculated for each k courseware by multiplying the degree of trust between learner u and other learners and evaluation of courseware by learner u. Finally the top five recommended courseware is outputted according to the recommendation degree. Their experiment revealed that the algorithm
which they have used can reflect learners’ preferences with high efficiency.

While the collaborative filtering algorithms try to address the information overload and personalization problem, with growing number of users and items tremendously, these algorithms will suffer from serious sparsity problems [13]. In addition, most traditional recommendation algorithms have been developed for e-commerce applications which cannot cover some necessary requirements of e-learning environments. One of these drawbacks is that most traditional algorithms only consider user’s rating information and cannot take the contextual information of user and item such as their features into account. These algorithms assume that there are sufficient historical data for measuring similarity between items or users. However, most of the time this assumption is not held in e-learning environments, where we do not have adequate information about learners and also new e-learning materials are added to the system every day. However, by considering learner’s features and learning materials for the recommendation process, we can get better recommendations in learning environment. Therefore, it is necessary to consider features of materials and learners to improve the quality and accuracy of recommendations in learning environment. In our previous research, we introduced an adaptive hybrid recommender framework that considers features of materials and learners and also learners’ dynamic interests in the unified model [14]. We used learner preference matrix that can model learners’ interest based on attributes of materials using historical rating of accessed materials by learners. In addition, a new adaptive strategy was used to model dynamic preference of learners. Unfortunately, in most cases we cannot find appropriate features and collect the corresponding data because some data are involved people’s privacy and some features could not be described and coded formally. It leads towards low accuracy of prediction based only on the limited observed features [15]. Therefore, in this research, latent features that are extracted by factorization technique and are optimized by genetic algorithm using historical rating of users to alleviate sparsity problem, are introduced. Therefore, in the previous approach we had used observed features of learner and material but in this approach, we used latent feature of learner and material by matrix factorization technique.

An appropriate recommendation technique can be chosen according to pedagogical reasons. These pedagogical reasons are derived from specific demands of lifelong learning [16]. Therefore, some recommendation techniques are more suitable for specific demands of lifelong learning than others. One way to implement pedagogical decisions into a recommender system is to use a variety of recommendation techniques in a recommendation strategy. Therefore, this research combines results of feature-based techniques with traditional recommendation techniques. such new method employs the history rating data to get the optimized latent features weight for learners and materials using genetic algorithm and then uses this weight to generate recommendation.

The rest of the paper is organized as follows, at first the concept of latent features is described in section 2. In section 3, Methodology of research is described step by step. The empirical evaluations of the proposed approach are showed in section 4 and conclusion and review of the approach are presented in Section 5.

2. Latent Features

Collaborative filtering is the most successful technology for building recommender systems and is extensively used in many commercial recommender systems. this algorithms assumes that there are sufficient historical data for measuring similarity between items or users. However, this assumption is not held in various application domains such as e-learning environments where new learning materials are introduced every day and also adequate information about learners is not accessible. To address this drawback especially in e-learning environment, we introduce latent features of user and item that can be discovered by genetic algorithm and incorporated in the recommendation process to improve recommendation results and alleviate the sparsity problem.

Let \( U \) be the set of all users and let \( I \) be the set of all possible items. \( U_i \) denotes user \( i \), and \( I_j \) denotes item \( j \). Both user and item have their features, assuming the number of user’s features is \( p \) and the number of features for items is \( q \). features vectors define the user and item as:

\[ U_i = (w_{i1}, w_{i2}, ..., w_{ip}), I_j = (e_{j1}, e_{j2}, ..., e_{jq}) \]

These features describe users and items in two high-dimensional spaces: Item space \( I \) and User space \( U \). Collaborative filtering uses the rating matrix which is the result of interaction between two high-dimensional spaces in order to find the relationships between them. According to collaborative filtering assumption, the user’s historical ratings are the results of the interaction between features of the user and items, thus the hidden (unknown) ratings should also depend on the features of user and items too. Therefore, by discovering these features and also establishing the relationship between the ratings and these features, we can predict the rating of unrated items.

Interaction between users and items makes a rating matrix. Each cell can be illustrated as a triple set \( H = \{U_i, I_j, r_{ij}^U\} \) which represents user’s historical preferences, where \( r_{ij}^U \) is a user preference and it usually is represented by a rating, and can be obtained explicitly by the user or implicitly by some measures such as the frequency of user accesses to the corresponding item.

Since ratings depend on the characteristics of users and items, the rating prediction function could be denoted as \( = (M, U_i, I_j) \). \( M \) is a prediction model which is learned from the historical rating data \( H; U_i \) and \( I_j \) are features of the user \( i \) and the item \( j \) respectively. Because the selection of suitable features for user and item in a CF
problem is almost an impossible mission, which needs a lot of prior expert knowledge in the art fields rather than technology, unfortunately, in most cases we cannot apply the mentioned method directly. Even if the feature set is chosen, it is approximately impossible to collect the corresponding data because some data are privacy information of people or some features could not be coded formally. It leads towards low accuracy of prediction based only on the limited observed features [15].

However, we can use the historical rating data in a user-item matrix for discovering some valuable features of user and item that are called reflected characteristics of latent features of items and users. The prediction models built based on the observed features plus latent features should relatively have higher prediction accuracy.

On the other hand, we can assume that users are grouped by their interests e.g., users in a group will prefer some kind of items and also item are grouped by the rating mode e.g., items in a group will have similar rating values to some kind of users. Then, to explain our approach we assume that the probabilities which belong to user groups could be seen as latent features for users, and the probabilities which belong to item groups could also be seen as a latent feature for items. Therefore, the main problem will be selecting suitable methods to find the probability which belongs to a user or an item in one of these groups. In this research, we proposed a genetic algorithm based method that can optimize this probability using the historical rating. In fact, each probability indicates value of one dimension in the latent features space of users or items [15].

Let $U_l^t; I_l^t$ denote latent feature space for users and items, respectively; let the vectors $U_l^t = (w_{l_1}, w_{l_2}, ..., w_{l_K})$ and $I_l^t = (e_{l_1}', e_{l_2}', ..., e_{l_K}')$ represent user and item latent attributes, respectively. The prediction function could be denoted as $q'(M, U_l^t, I_l^t)$ and the historical rating data could be converted to $H' = ((U_l^t, I_l^t), r_i')$. This research uses Nearest Neighborhood as prediction model and also uses Genetic Algorithm to discover latent features.

Genetic algorithm is used because with tremendously growing number of learners and materials for learning environments, recommendation algorithms will suffer serious scalability problems. This happens because computational materials are going beyond practical or acceptable levels rapidly. In the features space, different people may place different emphases on the interrelated features. The goal of GA is to find the relationship between the overall rating and the underlying features ratings for each learner. More specifically, given the ratings data of a learner, GA computes his/her preference model in terms of feature weights.

Therefore to predict rating of users, we use latent features instead of observed features. Latent factor models which aim at mapping users and items to a common latent space by representing them as vectors in that space, were used to find latent features of users and items. dimensions of this space are called the factors. Here we should mention that we usually do not know the exact meaning of these factors and we are just interested in the correlation between the vectors in that space. Matrix factorization technique belongs to the family of latent factor models. We thoroughly describe this technique in the reminder of this section in order to describe the scientific base of our approach.

3. Methodology

As mentioned before, information acquisition is a challenging problem in many real-world applications since collecting information about features of users and items is often very expensive or even not possible at all.

### 3.1 Matrix factorization technique

We presented a hybrid model in [17] that uses a preference matrix (PM) which can model the interests of a learner based on explicit attributes of learning materials in a multi-dimensional information model. In that research, fitness function used rating of users directly, to improve recommendation accuracy in this paper, we use matrix factorization to approximate a rating matrix $R \in \mathbb{S}^{(|U||I|)}$ which is the product of two smaller matrices $U_l^t$ and $I_l^t$, i.e., $R \approx U_l^t I_l^t$.

$$\text{(1)}$$

Where $U_l^t \in \mathbb{S}^{(|U||l|)}$ is a matrix where each row $u$ is a vector containing $K$ latent factors describing the user $u$, and $I_l^t \in \mathbb{S}^{(|l||I|)}$ is a matrix where each row $i$ is a vector containing $K$ latent factors describing the item $i$.

Let $w_{l_k}^t$ and $e_{l_k}'$ be the elements of $U_l^t$ and $I_l^t$ in the vectors of $U_l^t$ and $I_l^t$, respectively. The rating $r_{i'}$ given by a learner $x$ to a material $x'$ is predicted by Eq. (2):

$$p_{i'} = \sum_{k=1}^{K} w_{l_k}^t e_{l_k}' = U_l^t I_l^t$$

$$\text{(2)}$$

The main issue of this technique is to find optimal values of the parameters $U_l^t$ and $I_l^t$ by a criterion such as Root Mean Squared Error (RMSE), which is determined by Eq. (3):

$$\text{RMSE} = \sqrt{\frac{\sum_{(x,x',D^{test})}(p_{i'} - r_{i'})^2}{|D^{test}|}}$$

$$\text{(3)}$$

Where $D^{test}$ denotes the test data.

### 3.2 Optimization of latent features weight

In order to find optimal weight of the latent features of each user and item, $U_l^t = (w_{l_1}^t, w_{l_2}^t, ..., w_{l_K}^t)$, $I_l^t = (e_{l_1}'', e_{l_2}''', ..., e_{l_K}''')$, we use genetic algorithms as a supervised learning task [18] whose fitness function is the Mean Absolute Error MAE of the RS. In this way (doing so), the population of our genetic algorithm becomes the set of different vectors of features weight. GA codes each possible latent features weight or solution candidate as a string, called chromosome. Each solution candidate is called individual, and the set of individual is called population. The population evolves and a selection strategy are applied to choose better solution. While running our genetic algorithm, the successive population
generations tend to improve the MAE in the RS. Our genetic algorithm stops generating populations when MAE in the RS for a vector of features weight is lower than our threshold.

As usual, we use only a part of the whole rating data (training rating) in order to obtain optimal latent features weight. After obtaining the weights, we carry out our experiments to evaluate the feature weights using the test rating only.

### 3.2.1 Coding strategy

As usual, individuals of populations are represented in binary form as strings of 0s and 1s. Chromosome scheme which has been shown in the Fig. 1 represents the latent features weights for learners and materials where the first N rows indicate latent features weights for N learners or \( U^L = (u^L_1, u^L_2, ..., u^L_K) \). The remaining rows indicate latent features weights for M learning materials or \( I^L = (i^L_1, i^L_2, ..., i^L_K) \). Each component, \( w^L_{ik} \) or \( e^L_{ik} \), in the latent features weight vectors, \( u^L_i = (w^L_{1k}, w^L_{2k}, ..., w^L_{Kk}) \) or \( i^L = (e^L_{1k}, e^L_{2k}, ..., e^L_{Kk}) \), will be represented by 10 bits.

The value of latent features weight is continuous and also between 0 to 1, in order to express these values with 1/1000th precision, because \( 512 = 2^{9} < 1000 < 2^{10} = 1024 \), 10 binary bits were used. Therefore, the number of columns in a chromosome will be \( K \times 10 \). Applying Eq. (4), these 10-bit binary numbers are transformed into decimal floating numbers, ranging from 0 to 1

\[
x' = \frac{x}{2^{10} - 1} = \frac{x}{1023}
\]

Where \( x \) is the decimal number of each latent feature weight binary code. For example, the binary code for the weight of the 1st feature of user \( i \) in Fig. 1 is (11100000100)\(_2\). The decimal value is \( 900 \) and it is interpreted as \( x' = \frac{900}{1023} = 0.8797653 \approx 0.880 \).

![Fig. 1. Representation of latent features weight vectors in a chromosome.](image)

GA begins the process with a random population of chromosomes. Each chromosome is assigned alternately and tested by the fitness function. The fitness function measures the prediction accuracy of the rating using weights as defined in the current chromosome.

### 3.2.2 Fitness function

Two latent features weight matrixes, \( I^L \) and \( U^L \) which indicate latent features weight vectors for \( N \) learners and \( M \) materials respectively become the optimization targets. In our proposed genetic algorithm, the fitness function will be the MAE of the RS (indeed we only use the training rating since we are trying to find two optimal latent features weight matrixes for particular matrixes, \( I^L \) and \( U^L \).

The MAE is obtained by comparing the real ratings with the predicted ratings made according to the matrixes. In order to calculate the MAE of the RS for particular matrixes \( I^L \) and \( U^L \), which have been generated in one of iterations of GA, we need to follow the next steps:

Obtaining the set of \( H \) neighbors of user \( x \), \( H_x \) (the \( H \) most similar users to a given user \( x \)) and also the set of \( H \) neighbors of item \( x' \), \( H_{x'} \) through latent features weight matrixes, \( U^L \) and \( I^L \) using Eq. (5) and Eq. (6):

\[
sim(u_i, u_j) = \frac{\sum w^L_{ik} w^L_{jk}}{\sqrt{\sum w^L_{ik}^2} \sqrt{\sum w^L_{jk}^2}}
\]

\[
sim(i_{x'}, i_{x''}) = \frac{\sum e^L_{ik} e^L_{jk}}{\sqrt{\sum e^L_{ik}^2} \sqrt{\sum e^L_{jk}^2}}
\]

Predicting the rate of item \( x' \) by user \( x \), \( p_{x'}^x \) is obtained through the Deviation From Mean (DFM) as an aggregation approach. First, the rate is predicted according to user-based similarity (Eq. (7)), \( \sum \sim(u_x, u_j) \), and item-based similarity (Eq. (8)), \( \sim(i_{x'}, i_{x''}) \), separately and then results of both methods are unified by linear combination (Eq. (9)):

\[
p_{x'}^x(u) = \frac{\sum \sim(u_x, u_j) \times (r_{x'} - \bar{r}_x)}{\sum \sim(u_x, u_j)}
\]

Where \( P_{x'}^x(u) \) is the predicted rate of item \( x' \) by user \( x \) according to user-based similarity and \( \bar{r}_x \) is the average of ratings made by the user \( x \).

\[
p_{x'}^x(i) = \frac{\sum \sim(i_{x'}, i_{x''}) \times (r_{x'} - \bar{r}_{x'})}{\sum \sim(i_{x'}, i_{x''})}
\]

Where \( P_{x'}^x(i) \) is the predicted rate of item \( x' \) by user \( x \) according to item-based similarity and \( \bar{r}_{x'} \) is the rating average of item \( x' \) by the users.

\[
p_{x'}^x = \bar{r}_{x'}(1 - \bar{r}_{x'}) + \lambda \sum P_{x'}^x(u)
\]

Where \( P_{x'}^x \) is the predicted rate of item \( x' \) by user \( x \) and \( \lambda \) is the weight parameter of the unifying process.

Once every possible prediction is calculated by the unified method of item-based and user-based similarity, we obtain the MAE of the RS as in Eq. (10):

\[
f_{\text{fitness}}(U^L, \lambda) = \text{MAE} = \frac{1}{\# N} \sum \left| \frac{1}{\# M} \sum p_{x'}^x - r_{x'} \right|
\]

Where \( r_{x'} \) is the real rating of item \( x' \) by user \( x \). When running the genetic algorithm, \( \# N \) and \( \# M \) represent the number of users and the number of training items rated by the user \( i \) respectively. It must be noted that since we only
use the training rating in the learning stage of model, some of rated items by each user are selected as the training set and the remaining items are considered as the test set. When \( \text{fitness}(U^2, I^2) \) is lower, the rating prediction accuracy would be higher.

### 3.2.3 Genetic operators

Common operators are used in our genetic algorithm: selection, crossover (recombination) and mutation. We have not used other possible operators like migration, regrouping or colonization-extinction because, in this problem the variety of individuals is important. We have obtained satisfactory results using these three classical operators. Features of our operators are as follows:

Selection: fitness proportional selection is used for selection so that the selection probability of an individual depends on its fitness level. The selection probability of each string is calculated by Eq. (11):

\[
p_{c}(U^2, I^2) = 1 - \frac{f_c(U^2, I^2)}{\sum_{c=1}^{PS} f_c(U^2, I^2)}
\]

Where \( f_c(U^2, I^2) \) denotes the value of fitness function for chromosome \( c \), \( PS \) is the number of individuals in the population or population size and \( P_c(U^2, I^2) \) denotes the selection probability of chromosome \( c \). Since the sum of fitness in a population is constant, an individual with lower fitness (rating prediction accuracy) has larger probability to be chosen.

Crossover: One-point crossover is used to produce offspring. The crossover probability is set to 0.9. This operator is implemented for each row of chromosome as presented in Fig. 1 (each latent feature weight) separately.

Mutation: A single point mutation technique is used in order to introduce diversity. The mutation probability is set to 0.1.

### 3.3 Recommendation

After training the model, we use the optimized latent features weights to generate recommendations. The top-N materials with largest \( \psi(x) \) are regarded as the top-N materials recommendations for learner \( x \). Therefore, equation (9) gives us the recommendation score in the proposed latent-feature-based method. Since similarity in this method is based on features of items and users, other than depending only on ratings of user, we hope this method alleviates sparsity problem.

### 4. Implication

Experiments are carried out for the evaluation of the proposed approach. In this section, we introduce the performance metrics and analyze the experiment results to evaluate the effectiveness of our proposed recommendation approach.

#### 4.1 Experiment environment and data set

Learning records of a real-world dataset are applied in our experiments. The learning records dataset origins from the usage data of the course management system, Moodle\(^1\). Moodle is a free source e-learning software platform, also known as a Course Management System designed using pedagogical principles, to help educators by creating effective online learning communities. Moodle stores detailed records of students’ activities and the educator can access summarized reports about these activities according to the categories specified by the Moodle system. The summary of dataset is presented in Table 1. The used dataset contains 40445 lending records from 1980 learners on 2931 books where each record contains timestamp and rating information (as the ratio of certain lending time segment to maximum lending time segment). In order to increase the number of records in the test set as much as possible and to eliminate the effect of accidental factors, the top 60% access records of each learner in the ordered dataset are used as the training set and the remainder 40% access records are used as the test set.

<table>
<thead>
<tr>
<th>Number of users</th>
<th>Number of items</th>
<th>Number of transactions</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980</td>
<td>2931</td>
<td>40445</td>
<td>0.698%</td>
</tr>
</tbody>
</table>

There are four approaches for evaluation of recommender systems including: a real environment, an evaluation environment, the logs of the system and a user simulator. By using an evaluation environment, we let a set of users to interact with the system over a period of time. In this approach, usually, the results are not reliable enough because the users often know the purpose of the evaluation. A few systems use simulated users to evaluate their performance. This approach can enable large-scale experiments to be implemented quickly repeatedly and perfectly controlled. However, the main drawback of this system is that it cannot simulate the real behavior of a user. Users are too complicated to predict and also their feelings, their emotions, and therefore, their actions change dynamically. Analysis of the log files of real users obtained in a real or evaluation environment is also a common technique for evaluation of recommender systems. In this method, the cross-validation technique is often used for evaluation of recommender system. Results obtained in a real environment with real users are the best way to evaluate a recommender system. But the main problem of the real and the evaluation environments is repetition of the experiments. Therefore, in this research we use log files of real environment that enables us to repeat the experiments and implement the cross-validation technique.

#### 4.2 Evaluation metrics

In this paper, the evaluation metrics of recommendation algorithm are divided into two categories:

**Classification Accuracy Metrics:** these metrics assume the prediction process as a binary operation, either items are predicted (good) or not (bad). The precision and
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the recall are the most popular metrics in this category. They have been used by various researchers [19,20]. When referring to recommender systems, the recall and precision can be defined by Eq. (12) and Eq. (13):

Recall = \frac{tp}{tp + fp} \tag{12}

Precision = \frac{tp}{tp + fn} \tag{13}

Where tp stands for true positive, fp stands for false positive, and fn stands for false negative. The threshold for determining true positive is set to 3.5 meaning that if an item is rated 3.5 or higher, it is considered to be accepted by the user.

Since increasing the size of the recommendation set leads to an increase in the recall but at the same time a decrease in the precision, we can use F1 measure [21,22] that is a well-known combination metric with the following Eq. (14):

\[ F_1 = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \tag{14} \]

**Predictive Accuracy Metrics**: these metrics measure how close predicted ratings of the recommender system are to the true user ratings. We use the MAE, a statistical accuracy metric [23] in this category which is computed with the following Eq. (15):

\[ MAE = \frac{1}{N} \sum_{i=1}^{N} |r_i - \hat{r}_i| \tag{15} \]

Where \( \hat{r}_i \) is the predicted rating for material \( i \) by learner \( x \), \( r_i \) is real rating for material \( i \) by learner \( x \), and \( N \) is the total number of learners.

### 4.3 Parameters setting

In the proposed feature-based recommendation method, we must run a set of experiments for adjusting parameters. The main parameters in GA comprise population size (PS), number of generations (NG), crossover probability (CP) and mutation probability (MP).

Since the results of genetic algorithms have stochastic nature, we have developed the experiments in a way that each set of parameters has been run for 50 times to reach a reliable conclusion. In this stage, we consider number of recommendation, RN=20, number of latent features, K=8, minimum number of rating required for test learners, M=100 and the number of learner, N=800.

**Population size (PS)**: To be able to compare the effect of changing the initial size of the population on genetic algorithm efficiency and results, all of the parameters are fixed except the population. crossover probability would be set to (CP)=0.9 and mutation probability to (MP)=0.1. Generation numbers are chosen from 0 (initial generated data without running the algorithm) to 800 generations with the step size of 50 generations. The algorithm has been run 50 times for each population size and each generation value. Fig. 2 shows the results. This Figure compares only the average of best found solutions (in population).

Fig. 2. Performance of the proposed method with respect of population size

Results show that higher population size provides a high diversity and as a result, converging to better solutions happens sooner than smaller population sizes. On the other hand, higher population size needs more time for the algorithm to run. In this experiments, the population size of 20 lost diversity before reaching an acceptable solution. However, a population size of 200 does not provide much benefit over the population size of 100. Therefore, we will use a population size of 100 in our experiments.

**Mutation probability (MP) and crossover probability of (CP)**: The optimal values of crossover and mutation probabilities are problem specifics that often are obtained by trial and error. Table 2 indicates the amount of \( F_1 \) for different value of MP and CP while NG=500, PS=100 and other parameters are similar to the previous experiment. According to experiment, CP=0.9 and MP=0.1 lead to good result for our problems.

Table 2. Performance of the proposed method with respect of MP and CP

<table>
<thead>
<tr>
<th>MP</th>
<th>CP</th>
<th>( F_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0.362</td>
</tr>
<tr>
<td>0.05</td>
<td>0.95</td>
<td>0.375</td>
</tr>
<tr>
<td><strong>0.1</strong></td>
<td>.9</td>
<td><strong>0.381</strong></td>
</tr>
<tr>
<td>0.15</td>
<td>.85</td>
<td>0.379</td>
</tr>
<tr>
<td>0.2</td>
<td>0.8</td>
<td>0.371</td>
</tr>
<tr>
<td>0.3</td>
<td>0.7</td>
<td>0.368</td>
</tr>
<tr>
<td>0.4</td>
<td>0.6</td>
<td>0.301</td>
</tr>
</tbody>
</table>

A Final parameter that must be adjusted is number of latent features. Fig. 3 shows the results obtained for the feature based approach with different number of latent features while NG=500, PS=100, CP=0.9 and MP=0.1. It can be seen that the performance improves steadily with increasing the number of features. To have high efficiency in the computation, we set K=8.

Fig. 3. Performance of the proposed method with respect of K
4.4 Comparative studies

4.4.1 Comparison of proposed method with Other algorithms

Table 3 presents a comparative study on recommendation quality between the proposed method and optimal state of five different algorithms in order to probabilistic recommendations: user-based CF using Pearson correlation with default voting (DV) [24], item-based CF using adjusted cosine similarity [25], two hybrid recommendation algorithms used by Pazanni [26] and Melville et al. [27], the personality diagnosis algorithm [28]. Comparisons were produced for N=800 learners with the average number of ratings equal to 100, M=80, CP=0.9, MP=0.1, NG=400 and PS=100.

As can be seen, linear combination of the proposed method (feature based method) with item based recommendation method generates better recommendations than other algorithms. Unlike individual feature based or item based method, the weighted method applies the results which are generated from two methods together and generates more qualified recommendation results.

Table 3. A comparison of prediction accuracy of various methods

<table>
<thead>
<tr>
<th>System</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear combination of FBR with item based</td>
<td>0.377</td>
<td>0.623</td>
<td>0.470</td>
</tr>
<tr>
<td>FBR</td>
<td>0.373</td>
<td>0.583</td>
<td>0.447</td>
</tr>
<tr>
<td>User-based with DV</td>
<td>0.354</td>
<td>0.561</td>
<td>0.438</td>
</tr>
<tr>
<td>Item-based</td>
<td>0.321</td>
<td>0.53</td>
<td>0.400</td>
</tr>
<tr>
<td>Pazanni [24]</td>
<td>0.3622</td>
<td>0.601</td>
<td>0.452</td>
</tr>
<tr>
<td>Melville et al. [25]</td>
<td>0.373</td>
<td>0.619</td>
<td>0.465</td>
</tr>
<tr>
<td>Personality diagnosis</td>
<td>0.353</td>
<td>0.602</td>
<td>0.445</td>
</tr>
</tbody>
</table>

4.5 Performance evaluation for different sparsity levels

To illustrate that the proposed method can alleviate the sparsity problem, we increased the sparsity level of the training set by dropping some randomly selected entries. However, we kept the test set unchanged for each sparse training set. The performance of the proposed method algorithm was compared with other algorithms. Fig. 4 shows that the performance does not degrade rapidly in the case of proposed algorithm. It is because; features of an item can still be used for finding similar items. Furthermore, this algorithm enriches item and user profiles with combining latent features in recommendation process.

Fig. 4. Performance of algorithms under different sparsity levels

5. Conclusions

One of the most important applications of recommendation systems in the learning environment is personalization, and recommendation of e-learning materials. However, since the repository of learning materials is very massive and these materials have several features, when applying the existing recommendation algorithms, there are some problems such as sparsity. To address sparsity problem and have better recommendations for learners, a hybrid recommender system is proposed to recommend learning items in users’ learning processes. The proposed method discovers and optimizes latent features by GA and generates recommendation using collaborative filtering. The experiment results show that the proposed approach performs better than traditional approaches in the terms of accuracy measures measurements and also can alleviate sparsity problem. The main contribution of this paper is improving the quality of recommendations and addressing sparsity problem by considering latent features. For future researches, we can combine latent features with observed features to make a hybrid recommendation approach. In addition, we can make a comparison between meta-heuristic approaches for latent features optimization.
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