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Abstract. In this paper we obtain the explicit form of the best uniform polynomial approximations out of $P_n$ of two classes of rational functions using properties of Chebyshev polynomials. In this way we present some new theorems and lemmas. Some examples will be given to support the theoretical results.
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1. Introduction

As we know, in 1962, Rivlin [6] studied the class of functions given by $f(x) = \sum_{j=0}^{\infty} t^j T_{aj+b}(x)$ where $a$ and $b$ are integers, $a > 0$, $b \geq 0$ and $|t| < 1$. He introduced the best uniform polynomial approximation $p^*_n$ for $f$ on $[-1,1]$. Also in 1978, Ollin [5] found the best uniform polynomial approximation of the class of functions given by $f(x) = \sum_{j=0}^{\infty} t^j U_{2j+b}(x)$, where $b$ is a nonnegative integer and $|t| < 1$, on $[-1,1]$.

In this paper, using Chebyshev expansion we obtain the best uniform polynomial approximations of two classes of rational functions:
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In section 2, we will introduce the best uniform approximation out of $P_n$ for
\[ f(x) = \sum_{j=1}^{\infty} j^j T_j^*(x) + \frac{M(x,t,a,b)}{N(x,t,a,b)}, \tag{1} \]
and in section 3, we will determine the best uniform polynomial approximation out of $P_{2n}$ for
\[ f(x) = \sum_{j=0}^{\infty} f_{2j+1}^*(U_{2j+1}^*(x))' + \frac{K(x,t,a,b)}{L(x,t,a,b)}, \tag{2} \]
on $[a,b]$, where $|t| < 1$ and $M, N, K, L$ are the polynomials of the variables $x, t, a, b$. In the following, we give some preliminaries.

**Theorem 1.1.** [7]. Given $f(x) \in C[a,b]$, there exists a polynomial $p_n^* \in P_n$, such that
\[ \|f - p_n^*\| \leq \|f - p_n\| \quad \text{for all} \quad p_n \in P_n, \]
where $\|\cdot\|$ is the uniform norm over the interval $[a,b]$, that is $\|g\| = \max_{a \leq x \leq b} |g(x)|$, for any $g \in C[a,b]$.

**Definition 1.2.** A set of $x_1, x_2, \ldots, x_{n+2}$, satisfying $a \leq x_1 < x_2 < \ldots < x_{n+2} \leq b$ is called an alternating set for the error function $f - p_n$ if
\[ |f(x_j) - p_n(x_j)| = \|f - p_n\|, \quad j = 1, 2, \ldots, n + 2, \]
and
\[ |f(x_j) - p_n(x_j)| = - |f(x_{j+1}) - p_n(x_{j+1})|, \quad j = 1, 2, \ldots, n + 1. \]

**Definition 1.3.** We define
\[ E_n(f;[a,b]) = E_n(f) = \max_{a \leq x \leq b} |f(x) - p_n^*(x)|. \tag{3} \]

**Theorem 1.4.** [7]. (Chebyshev Alternation Theorem) Suppose $f(x) \in C[a,b]$. Then $p_n^*$ is the best uniform polynomial approximation for $f$ out of $p_n$ if and only if there exists an alternating set for $f - p_n$ consisting of $n + 2$ points. One can see [1, 2] for more information about the best approximation theory.

**Definition 1.5.** The first kind Chebyshev polynomial in $[-1,1]$ of degree $n$ is denoted by $T_n$ and is defined by
\[ T_n(x) = \cos(n\theta), \quad \text{where} \quad x = \cos(\theta). \tag{4} \]
Also Chebyshev polynomials satisfy in the following relations:
\[ T_0(x) = 1; \quad T_1(x) = x; \quad T_n(x) = 2xT_{n-1}(x) - T_{n-2}(x), \quad n = 2, 3, \ldots \tag{5} \]

**Definition 1.6.** The shifted first kind Chebyshev polynomial on the interval $[a,b]$ of degree $n$ is denoted by $T_n^*$ and is defined by
\[ T_n^*(x) = \cos(n\theta), \quad \text{where} \quad \cos(\theta) = \frac{2x - (a + b)}{b - a}, \quad \theta \in [0, \pi]. \tag{6} \]
Indeed for $x \in [a,b]$, if we put $s = \frac{2x - (a + b)}{b - a}$ that $s \in [-1,1]$ then $T_n^*(x) = T_n(s)$. 
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Indeed, for Chebyshev polynomials of the second kind satisfy the following relation:

\[ U_0(x) = 1; \quad U_1(x) = 2x; \quad U_n(x) = 2xU_{n-1}(x) - U_{n-2}(x), \quad n = 2, 3, \ldots \quad (8) \]

**Definition 1.7.** The second kind Chebyshev polynomial in \([-1, 1]\) of degree \(n\) is denoted by \(U_n(x)\) and is defined by

\[ U_n(x) = \frac{\sin(n+1)\theta}{\sin \theta}, \quad \text{where} \quad x = \cos(\theta). \quad (7) \]

Chebyshev polynomials of the second kind satisfy the following relation:

\[ \sum_{n=0}^{\infty} U_n(x) U_n(y) = \frac{1}{2}(x + y + \sqrt{1 + 4(x - y)^2}) \quad (9) \]

**Definition 1.8.** The shifted second kind Chebyshev polynomial on the interval \([a, b]\) of degree \(n\) is denoted by \(U_n^*(x)\) and is defined as

\[ U_n^*(x) = \frac{\sin(n+1)\theta}{\sin \theta}, \quad \text{where} \quad \cos(\theta) = \frac{2x - (a + b)}{b - a}, \quad \theta \in [0, \pi]. \quad (9) \]

Indeed, for \(x \in [a, b]\), if we put \(s = \frac{2x - (a + b)}{b - a}\) that \(s \in [-1, 1]\) then \(U_n^*(x) = U_n(s)\).

The interested reader is referred to [4] for further information about properties of the Chebyshev polynomials.

2. **Best Uniform Polynomial Approximation of**

\[ f(x) = \sum_{j=1}^{\infty} j^3 T_j(x) + \frac{M(x,t,a,b)}{N(x,t,a,b)} \]

Let us start this section with the following lemma, and then introduce one of the main theorems of this paper.

**Lemma 2.1.**

\[ \sum_{j=n}^{\infty} j^3 T_j^*(x) = n \sum_{j=n}^{\infty} j^3 T_j^*(x) = \frac{t^{n+1}(T_{n+1}(x) - 2t T_n(x) + t^2 T_{n-1}(x))}{(1 + t^2 - 2t \cos(\theta))^2} \quad (10) \]

**Proof.** Since [6] we can write:

\[ \sum_{j=n}^{\infty} j^3 T_j^*(x) = \frac{t^n(\cos(n\theta) - t \cos((n-1)\theta))}{1 + t^2 - 2t \cos(\theta)}, \quad (11) \]

then we can conclude

\[ \sum_{j=n}^{\infty} j^3 T_j^*(x) = \frac{d}{dt}(\sum_{j=n}^{\infty} j^3 T_j^*(x)) \]

\[ = \frac{n t^n(\cos(n\theta) - t \cos((n-1)\theta))}{1 + t^2 - 2t \cos(\theta)} - \frac{t^{n+1} \cos((n+1)\theta)}{1 + t^2 - 2t \cos(\theta)} \]

\[ = \frac{t^{n+1}(2t - 2 \cos(\theta)) \cos((n-1)\theta) - t \cos((n-1)\theta)}{(1 + t^2 - 2t \cos(\theta))^2} \]

\[ = \frac{n t^n(\cos(n\theta) - t \cos((n-1)\theta))}{1 + t^2 - 2t \cos(\theta)} \]

\[ + \frac{t^{n+1}(\cos((n+1)\theta) - 2t \cos(n\theta) + t^2 \cos((n-1)\theta))}{(1 + t^2 - 2t \cos(\theta))^2}. \]

\[ \square \]
Theorem 2.2. The best uniform polynomial approximation out of $P_n$ for
\[ f(x) = \sum_{j=1}^{\infty} j t^j T_j^* (x) - \frac{t^2 (T_2^* (x) - 2 t T_1^* (x) + t^2)}{(1 + t^2 - 2 t T_1^*)^2}, \] (12)
on $[a, b]$, where $|t| < 1$ is
\[ p_n^* (x) = \sum_{j=1}^{n} t^j T_j^* (x) + \frac{t^{n+2}}{1 - t^2} T_n^* (x). \] (13)

Proof. From Lemma 2.1 and Definition 1.5 we have:
\[ e_{n-1} (x) = f(x) - p_n^* (x) \]
\[ = \sum_{j=1}^{\infty} j t^j T_j^* (x) - \frac{t^2 (T_2^* (x) - 2 t T_1^* (x) + t^2)}{(1 + t^2 - 2 t T_1^*)^2} - \left( \sum_{j=1}^{n} t^j T_j^* (x) + \frac{t^{n+2}}{1 - t^2} T_n^* (x) \right) \]
\[ = \sum_{j=n+1}^{\infty} t^j T_j^* (x) - \frac{t^{n+2}}{1 - t^2} T_n^* (x) \]
\[ = \text{Re} \left[ \sum_{j=n+1}^{\infty} (t e^{i \theta})^j \frac{t^{n+2}}{1 - t^2} e^{i n \theta} \right] \]
\[ = \frac{t^{n+1} (\cos (n + 1) \theta - 2 t \cos (n \theta) + t^2 \cos (n - 1) \theta)}{(1 - t^2)(1 + t^2 - 2 t \cos \theta)} \]
\[ = \frac{t^{n+1} (\cos (n \theta) (1 + t^2) \cos \theta - 2 t \sin (n \theta) (1 - t^2) \sin \theta)}{(1 - t^2)^2 - 2 t \cos \theta}. \] (14)

Let us define $\phi$ by
\[ \begin{align*}
\cos \phi &= \frac{(1 + t^2) \cos \theta - 2 t \sin \theta}{(1 - t^2)^2 - 2 t \cos \theta}, \\
\sin \phi &= \frac{1 + t^2}{1 - t^2}. 
\end{align*} \] (15)

Then from (14) and (15) we can write:
\[ e_n (x) = \frac{t^{n+1}}{(1 - t^2)} (\cos (n \theta) \cos \phi - \sin (n \theta) \sin \phi) = \frac{t^{n+1}}{(1 - t^2)} \cos (n \theta + \phi). \] (16)

When $\theta$ varies from $0$ to $\pi$, $\phi$ varies from $0$ to $\pi$, then $n \theta + \phi$ increases continuously from $0$ to $(n + 1) \pi$, hence $\cos (n \theta + \phi)$ possesses at least $n + 2$ external points, where it assumes alternately the values $\pm 1$. Thus
\[ E_n (f, [a, b]) = \frac{|t|^{n+1}}{(1 - t^2)}. \] (17)
Remark 2.3. Considering (17) with condition $|t| < 1$, we have:

$$\lim_{n \to \infty} E_n(f, [a, b]) = \lim_{n \to \infty} \frac{|t|^{n+1}}{(1 - t^2)} = 0.$$ 

In other words, we prove that $p_n^*(x)$ approximates $f(x)$ uniformly as $n \to \infty$.

3. Best uniform polynomial approximation of class of mentioned functions in (2)

Let us start this section with the following Lemma.

Lemma 3.1 [3]. Let $(U^*_n(x))'$ be the derivative of $(U^*_n(x))$. Then we have

$$(U^*_n(x))' = \begin{cases} \frac{8}{b-a} \sum_{k=0}^{s-1} (k+1)U^*_{2k+1}(x); & n = 2s, \\ \frac{4}{b-a} \sum_{k=0}^{s} (2k+1)U^*_n(x); & n = 2s+1. \end{cases} \quad (18)$$

Lemma 3.2. For $|t| < 1$, we have:

$$\sum_{j=0}^{\infty} t^{j+1}U^*_n(x) = \frac{4t}{(1 - t^2)(b-a)} \left\{ \sum_{j=1}^{\infty} (2j) t^j U^*_n(x) + \sum_{j=0}^{\infty} t^j U^*_n(x) \right\}. \quad (19)$$

Proof. From Lemma 2.1 we can write

$$\sum_{j=0}^{\infty} t^{j+1}U^*_n(x) = \frac{4}{b-a} \sum_{j=0}^{\infty} t^{j+1} \sum_{k=0}^{j} (2k+1)U^*_k(x)$$

$$= \frac{4}{b-a} \sum_{j=0}^{\infty} (2j+1)U^*_n(x) \sum_{k=j}^{\infty} t^{2k+1}$$

$$= \frac{4}{(1 - t^2)(b-a)} \sum_{j=0}^{\infty} (2j+1) t^{2j+1} U^*_n(x)$$

$$= \frac{4t}{(1 - t^2)(b-a)} \left\{ \sum_{j=1}^{\infty} (2j) t^j U^*_n(x) + \sum_{j=0}^{\infty} t^j U^*_n(x) \right\}.$$ 

\[\square\]

Lemma 3.3. For $|t| < 1$, and an integer $n$, we have:

$$\sum_{j=n}^{\infty} (2j) t^{2j} U^*_n(x) = 2n \sum_{j=n}^{\infty} t^{2j} U^*_n(x) + \frac{2t^{2n+2}(U^*_n(x) - 2t^2 U^*_n(x))}{(1 + t^4 - 2t^2 T^*_n(x))^2}.$$ 

(20)

Proof.

$$\sum_{j=n}^{\infty} (2j) t^{2j} U^*_n(x) = \frac{d}{dt} \left( \sum_{j=n}^{\infty} t^{2j} U^*_n(x) \right) = \frac{d}{dt} \left( \frac{t^2}{\sin \theta} d \left( \frac{t^{2n+1}}{1 + t^4 - 2t^2 \cos(2\theta)} \right) \right)$$

$$= \left( \frac{t}{\sin \theta} \right) \frac{d}{dt} \left( \frac{t^{2n+1} \sin(2n+1)\theta - t^{2n-1} \sin(2n-1)\theta}{1 + t^4 - 2t^2 \cos(2\theta)} \right)$$

$$= \frac{2n t^{2n}(U^*_n(x) - t^2 U^*_n(x))}{1 + t^4 - 2t^2 T^*_n(x)} - \frac{2t^{2n+2} U^*_n(x)}{1 + t^4 - 2t^2 T^*_n(x)}.$$ 

www.SID.ir
Proof. Theorem 3.4. Since we have:

\[
-x^{2n+2} \frac{(t^2 - T^2_2(x))(U^*_{2n}(x) - t^2 U^*_{2n-2}(x))}{(1 + t^4 - 2t^2 T^2_2(x))^2}
\]

\[
= 2n \sum_{j=n}^{\infty} t^{2j} U^*_{2j}(x) + \frac{2t^{2n+2}(U^*_{2n+2}(x)) - t^{2n}U^*_{2n}(x) + t^{2n}U^*_{2n-2}(x))}{(1 + t^4 - 2t^2 T^2_2(x))^2}.
\]

Proof. Theorem 3.4. The best uniform polynomial approximation out of \(P_{2n}\) for

\[
f(x) = \sum_{j=0}^{\infty} t^{2j+1}(U^*_{2j+1}(x))' - \frac{8t^3(U^*_{2} - 2t^2 U^*_{1} + t^4)}{(1 - t^2)(b - a)(1 + t^4 - 2t^2 T^2_2(x))^2},
\]

on \([a, b]\), where \(|t| < 1\), is

\[
p_{2n}(x) = -\frac{4t}{(1 - t^2)(b - a)} + \frac{12t}{(1 - t^2)(b - a)} \left\{ \sum_{j=0}^{n} t^{2j} U^*_{2j}(x) - \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} - \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} \right\}.
\]

Proof. From Lemmas 3.2 and 3.3, we have:

\[
e(x) = f(x) - p_{2n}(x)
\]

\[
= \frac{4t}{(1 - t^2)(b - a)} \left\{ \sum_{j=1}^{\infty} t^{2j} U^*_{2j}(x) + \sum_{j=0}^{\infty} t^{2j} U^*_{2j}(x) \right\}
\]

\[
- \frac{8t^3(U^*_{2} - 2t^2 U^*_{1} + t^4)}{(1 - t^2)(b - a)(1 + t^4 - 2t^2 T^2_2(x))^2} + \frac{8t}{(1 - t^2)(b - a)}
\]

\[
- \frac{12t}{(1 - t^2)(b - a)} \left\{ \sum_{j=0}^{n} t^{2j} U^*_{2j}(x) - \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} - \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} \right\}
\]

\[
= \frac{4t}{(1 - t^2)(b - a)} \left\{ 3 \sum_{j=0}^{\infty} t^{2j} U^*_{2j}(x) + \frac{2t^3(U^*_{2} - 2t^2 U^*_{1} + t^4)}{(1 - t^2)(b - a)(1 + t^4 - 2t^2 T^2_2(x))^2} - 2 \right\}
\]

\[
- \frac{8t}{(1 - t^2)(b - a)(1 + t^4 - 2t^2 T^2_2(x))^2} + \frac{8t}{(1 - t^2)(b - a)}
\]

\[
- \frac{12t}{(1 - t^2)(b - a)} \left\{ \sum_{j=0}^{n} t^{2j} U^*_{2j}(x) - \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} - \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} \right\}
\]

\[
= \frac{12t}{(1 - t^2)(b - a)} \left\{ \sum_{j=n+1}^{\infty} t^{2j} U^*_{2j}(x) + \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} + \frac{t^{2n+2}U^*_{2n+2}(x)}{(1 - t^2)^2(1 + t^2)} \right\}.
\]

Since \([5]\) we have:

\[
\sum_{j=n+1}^{\infty} t^{2j} U^*_{2j}(x) = \frac{t^{2n+2} U^*_{2n+2} - t^2 U^*_{2n}}{1 + t^4 - 2t^2 T^2_2(x)}.
\]

Thus

\[
e(x) = \frac{12t}{(1 - t^2)(b - a)} \sin \theta \left\{ \frac{t^{2n+2} \sin(2n + 3) \theta - t^2 \sin(2n + 1) \theta}{1 + t^4 - 2t^2 T^2_2(x)} \right\}
\]

\[
+ \frac{t^{2n+4} \sin(2n - 1) \theta}{(1 - t^2)^2(1 + t^2)} + \frac{t^{2n+2} \sin(2n + 1) \theta}{(1 - t^2)^2(1 + t^2)} \}
\]

\[
= \frac{24t^{2n+3}}{(1 - t^2)^3(1 + t^2)(b - a)} \left\{ \cos(2n + 1) \theta \cos \psi - \sin(2n + 1) \theta \sin \psi \right\}
\]

\[
= \frac{24t^{2n+3}}{(1 - t^2)^3(1 + t^2)(b - a)} \cos((2n + 1) \theta + \psi),
\]

\[
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\]
Alternation Theorem,

Proof. and Corollary 3.7. The zeros of the polynomial $P_n(x)$ can be proven similarly to Theorem 3.4.

Remark 3.5. Considering (27) with condition $|t| < 1$, we can write

$$\lim_{n \to \infty} E_{2n}(f, [a, b]) = 0.$$ 

In other words, we prove that $P_{2n}(x)$ approximates $f(x)$ uniformly as $n \to \infty$.

Corollary 3.6. The best uniform polynomial approximation out of $P_{2n}$ for

$$f(x) = \sum_{j=1}^{\infty} (2j) t^j U_{2j}(x) + \sum_{j=0}^{\infty} t^j U_{2j}^*(x) - 2t^j \frac{(U_n(x) - 2t^j U_n^*(x) + t^j)}{(1 + t^2)(1 + t^2 T_1(x))},$$

on $[a, b]$ where $|t| < 1$, is

$$p_{2n}(x) = -2 + \left\{ \sum_{j=0}^{n} t^j U_{2j}(x) - \frac{t^{2n+4} U_{2n-2}(x)}{(1 - t^2)^2(1 + t^2)} - \frac{t^{2n+2}(t^4 - t^2 - 1) U_{2n}(x)}{(1 - t^2)^2(1 + t^2)} \right\}. $$

Proof. We can prove this corollary similar to Theorem 3.4.

Corollary 3.7. The zeros of the polynomial

$$r_1(x) = ((1 + t^2) (2x - (a + b)) - 2t(b - a)) \ (T_{n}^*(x))^t + 2n (1 - t^2) T_{n}^*(x),$$

and $-1, +1$ are the alternating points of (12).

Proof. From the Theorem 2.1 we know the alternants of (12) are the external points of $\cos((2n + 1)\theta + \psi)$ where $\cos(\theta) = \frac{2x - (a + b)}{(1 + t^2)(b - a)}$ and $\cos(\psi) = \frac{(1 + t^2)(b - a)}{2t(b - a)}$. But for every external of $\cos((2n + 1)\theta + \psi)$ we have $\sin((2n + 1)\theta + \psi) = 0$. Therefore

$$0 = \sin(n\theta + \psi) = \frac{(T_{n}^*(x))^t \sin(\theta)(b - a)}{2n} \cos \psi + T_{n}^*(x) \sin \psi = \frac{(T_{n}^*(x))^t \sin(\theta)(b - a)}{2n} \times \frac{(1 + t^2) \cos \theta - 2t}{1 + t^2 - 2t \cos \theta} + T_{n}^*(x) \frac{(1 - t^2) \sin \theta}{1 + t^2 - 2t \cos \theta}$$

$$= \frac{\sqrt{(b - a)^2 - (2x - (a + b))^2}}{2n ((1 + t^2)(b - a) - 4t(x + 2t(a + b)))} \times ((1 + t^2) (2x - (a + b)) - 2t(b - a)) \ (T_{n}^*(x))^t + 2n (1 - t^2) T_{n}^*(x).$$

Hence the roots of $r_1(x)$ and $-1, +1$ are the alternating points of (12).
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Corollary 3.8. The zeros of the polynomial
\[ r_2(x) = 2(2n + 1)T_{2n+1}^2(x) \left\{ (1 + t^2)^2(b - a) - 4t^4(2x - (a + b))^2 \right\} \]
\[ + (2x - (a + b))(T_{2n+1}^*(x))^2 \left\{ (1 - t^2)^2(b - a) - 4t^4((2x - (a + b))^2 - (b - a)^2) \right\} , \]
and \(-1\) and \(+1\) are the alternating points of (21).

Proof. From Theorem 3.4 we know the alternants of (27) are the extermal points of \( \cos((2n + 1)\theta + \psi) \) where \( \cos(\theta) = \frac{2x - (a + b)}{b - a} \), \( \cos(\psi) = \frac{(1 - 2t^2 - t^4)}{2} \). But for every extermal of \( \cos((2n + 1)\theta + \psi) \) we have sin((2n + 1)\theta + \psi) = 0. Therefore
\[ 0 = \sin((2n + 1)\theta + \psi) = \frac{\sqrt{(b - a)^2 - (2x - (a + b))^2}}{2(2n + 1)(b - a)\left\{ (1 + t^2)^2(b - a)^2 - 4t^4(2x - (a + b))^2 \right\}} \times \left\{ 2(2n + 1)T_{2n+1}^*(x) \left\{ (1 + t^2)^2(b - a)^2 - 4t^4(2x - (a + b))^2 \right\} \right\} \]
\[ + (2x - (a + b))(T_{2n+1}^*(x))^2 \left\{ (1 - t^2)^2(b - a)^2 - 4t^4((2x - (a + b))^2 - (b - a)^2) \right\} , \]

Hence the roots of \( r_2(x) \) and \(-1, +1\) are the alternants of (21). \( \square \)

4. Examples

In this section, we present some examples to demonstrate the theoretical results of this study.

Example 4.1. In Figure 4.1, we show both functions \( f_1(x) \) and its best uniform polynomial approximation of degree 5 (the dashed points), on the interval \([-1, 3]\) where \( t = 0.25 \), and
\[ f_1(x) = \sum_{j=1}^{\infty} j(0.25)^j T_j(x) - \frac{8x^2 - 20x - 3}{(4x - 21)^2} . \]

Also in Figure 4.2 we show the error function. From Theorem 2.1, we have \( E_5(x) \approx 2.6 \times 10^{-4} \).

Figure 1. The best uniform approximation of \( f_1(x) \).
Example 4.2. Putting $t = 0.2$, $n = 3$, $[a, b] = [-2, 2]$ in Theorem 3.1, we show both the function $f_2(x)$ and its best uniform polynomial approximation $p_6^*(x)$ (the dashed points) in Figure 4.3. Also in Figure 4.4, we show the error function and we have $E_6(x) \approx 3.3 \times 10^{-6}$.

\begin{align*}
f_2(x) &= \sum_{j=0}^{\infty} (0.2)^{2j+1} (U_{2j+1}^*(x))^2 - \frac{2(0.2)^4 (U_2^*(x) - 2(0.2)^2 U_1^* + (0.2)^4)}{(1 - (0.2)^2)(1 + (0.2)^4 + 2(0.2)^2 T_2^*(x))^2}. \quad (33) \\
p_6(x) &= \frac{1}{T_4} + \frac{1}{T_6} \left\{ \sum_{j=0}^{3} (0.2)^{2j} U_{2j}^*(x) \frac{(0.2)^4 (U_2^*(x) + (0.2)^4 - (0.2)^2 - 1) U_2^*(x)}{(1 - (0.2)^2)^2 (1 + (0.2)^2)} \right\}.
\end{align*}

Figure 2. The error of best aproximation of $f_1(x)$.

Figure 3. The best approximation of $f_2(x)$. 
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5. Conclusion

In this study, we determined the best uniform polynomial approximation out of $P_n$ to $f(x) = \sum_{j=1}^{\infty} j^2 T_j^*(x) - \frac{j^2 T_j^*(x) - 2j T_j^*(x) + T_j^*(x)}{(1+t^2-2t T_j^*(x))^2}$, on $[a,b]$, where $|t| < 1$. Also we could find the best uniform polynomial approximation out of $P_n$ to another class of functions of the form $f(x) = \sum_{j=0}^{\infty} t^{2j+1} (U_{2j+1}^*(x)) - \frac{8t^5(U_{2j}^*(x) + t^4)}{(1+t^2-2t^2 U_{2j}^*(x))^2}$, on $[a,b]$, where $|t| < 1$. In this way we presented some new theorems and lemmas about the best uniform polynomial approximations of these classes of rational functions. Furthermore we obtained the alternating set of the mentioned classes.
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