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ABSTRACT

An Iterated Local Search method for the constrained two-dimensional non-guillotine cutting problem is presented. This problem consists in cutting pieces from a large stock rectangle to maximize the total value of pieces cut. In this problem, we take into account restrictions on the number of pieces of each size required to be cut. It can be classified as 2D-SLOPP (two dimensional single large objects placement problem) and has many industrial applications like in wood and steel industries. The proposed Iterated Local Search algorithm in which we use a constructive heuristic and a local search move based on reducing pieces. The algorithm is tested on well known instances from the literature. Our computational results are very competitive compared to the best known solutions of literature and improve a part of them.
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1. INTRODUCTION

This paper presents an Iterated Local Search method (ILS) for the constrained two-dimensional non-guillotine cutting problem. In this problem, we consider a set of small rectangular pieces of different set. Each type of piece has an associated value. The number of allowed copies of each type is limited by lower and upper bounds. The aim of the problem consists in cutting a set of pieces from a large stock rectangle, such that the pieces edges are always parallel or orthogonal to the stock rectangle edges. This set is determined in order to maximize the total value of the cut pieces. The problem has important industrial applications in the textile, paper, steel, glass and wood industries. It can be classified as 2D-SLOPP (two dimensional single large objects placement problem) in the recent typology proposed by Wächer et al. (2007). Two-dimensional cutting problems are NP-hard as shown in Garey and Johnson (1979).

To solve this problem, we present an Iterated Local Search (ILS) algorithm. To our knowledge, this method has never been used for this type of problem before. In the following section, we present a description of the problem and a literature review. Then, in section 3, we recall the ILS method and explain how the local search and the perturbation procedures are implemented for our problem. In section 4, we present the implementation and the computational results, and we finish by a conclusion and some perspectives.

* Corresponding Author
2. PROBLEM DESCRIPTION AND LITERATURE REVIEW

2.1. Definitions

In the two-dimensional non-guillotine cutting problem, we consider a large stock rectangle $R = (L, W)$ of length $L$ and width $W$. We also consider $m$ types of small pieces. Each type of piece $i (i = 1, \ldots, m)$ is characterized by its dimensions $l_i, w_i$ with $0 < l_i \leq L, 0 < w_i \leq W$ and its value $v_i$ ($v_i > 0$). Each type of piece $i$ may also have $c_i$ copies such that $P_i \leq c_i \leq Q_i$ ($i = 1, \ldots, m$), with $P_i$ and $Q_i$ the minimum and the maximum number of copies of type $i$.

The set of pieces to cut has to be determined in order to respect the minimum constraints $P_i (i = 1, \ldots, m)$. That is why we define the variables $x_i (i = 1, \ldots, m)$ which represent the number of copies of type $i$ cut in excess of the lower bound $P_i$:

$$x_i = c_i - P_i \quad i = 1, \ldots, m$$

The objective is to maximize the total value of cut pieces:

$$\sum_{i=1}^{m} v_i c_i = \sum_{i=1}^{m} v_i x_i + v_i P_i$$

Figure 1. Instance 3 from Beasley
(b) Unconstrained optimal solution
(c) Constrained optimal solution
(d) Doubly constrained optimal solution
Depending on the values of $P_i$ and $Q_i$ we distinguish three types of problems:

- Unconstrained: $\forall i = 1,\ldots,m$, $P_i = 0$, $Q_i = \left[ L \times W \times (l_i \times w_i) \right]$

- Constrained: $\forall i = 1,\ldots,m$, $P_i = 0$, $\exists 1 \leq i \leq m$, $Q_i < \left[ L \times W \times (l_i \times w_i) \right]$

- Doubly constrained: $\exists 1 \leq i \leq m$, $P_i > 0$, $\exists 1 \leq j \leq m$, $Q_i < \left[ L \times W \times (l_j \times w_j) \right]$

In function of the considered problem, the optimal solution is different as illustrated by the example of Figure1, cited in Alvarez-Valdes et al. (2005).

Let $e_i$ be the efficiency of a piece $i = 1,\ldots,m$ such that $e_i = \frac{v_i}{l_i \times w_i}$. According to this definition, we distinguish two types of problems:

- Unweighted: $e_i = 1$, $\forall i = 1,\ldots,m$ In this case, the value of each piece is equal to its area.

- Weighted: $e_i \neq 1$, $\forall i = 1,\ldots,m$. In this case, some pieces have a value which is not correlated to their surface.

2.2. Literature Review

As mentioned above, as far as we are concerned, we are interested by the constrained problem. The unconstrained version has been already treated by Tsai et al. (1998), and by Healy et al. (1999). For the constrained problem, some exact methods have been proposed in the literature. Beasley (1985) was the first to propose an exact branch and bound algorithm where the upper bound was derived from Lagrangian relaxation of a (0-1) integer programming formulation of the problem. More research has been conducted by Scheithauer and Terno (1993), Hadjiconstantinou and Christofides (1995), Fekete and Schepers (1997), and Caprara and Monaci (2004).

Alvarez-Valdes et al. (2005, 2007) proposed a simple upper bound. This bound is obtained by solving the following bounded knapsack problem, where variables $x_i$ represent the number of pieces of type $i$ to be cut in excess of its lower bound $P_i$.

$$\max \sum_{i=1}^{m} v_i x_i + \sum_{i=1}^{m} v_i P_i$$

Subject to:

$$\sum_{i=1}^{m} (l_i w_i) x_i \leq L \times W - \sum_{i=1}^{m} P_i (l_i w_i)$$

$$x_i \leq Q_i - P_i, \ i = 1,\ldots,m$$

$$x_i \geq 0, \text{ Integer, } i = 1,\ldots,m$$

Other bounds included in exact methods, as mentioned above, were proposed by Scheithauer and Terno (1993) and recently by Hadjiconstantinou et al. (2002), who developed a new upper bound based on an integer programming model. This model handles capacity constraint, the non-overlapping constraint, uniqueness of placement and a position constraint.
Heuristic methods were proposed by Biro and Boros (1984), Farley (1999) and recently by Wu et al. (2002) who developed a constructive algorithm when \( P_i = Q_i, i = 1, ..., m \). In their approach, a piece is cut in the corner of the current cutting pattern and the choice of piece to be cut is selected according to a fitness evaluation function.

Several metaheuristics are available. Lai and Chan (1997) and Leung et al. (2001) proposed simulated annealing and genetic algorithms. Alvarez-Valdes et al. (2005) developed a GRASP algorithm which is based on a constructive algorithm. We also use this constructive algorithm in this work (algorithm 2). They investigated several strategies for the improvement phase and several choices for critical search parameters. The computational results show that their idea is suitable for Beasley’s constrained and doubly constrained test problems. Alvarez-Valdes (2007) applied a Tabu search for the same problem, with two moves, based on the reduction and insertion of blocks of pieces. The efficiency of the moves is based on merging the empty rectangles and filling with the pieces still to be cut. Intensification and diversification strategies based on long term memory are included. This method gives very good results for constrained test problems.

3. ADAPTATION OF ITERATED LOCAL SEARCH METHOD

In this section, the ILS approach is adapted to our problem. First, we give the definition of an ILS algorithm, and then we present the three procedures which are used.

3.1 Iterated Local Search (ILS)

According to Glover et al. (2002), Iterated Local Search (ILS) is a simple and generally applicable stochastic local search method that iteratively applies local search to perturbations of the current search point, leading to a randomized walk in the space of local optima. The ILS algorithm starts from a local optimal solution obtained by the local search algorithm and, and at each iteration, a copy of the current solution is perturbed and improved by the local search. If the new solution is better than the current one, the next iteration starts with the new solution, otherwise the current solution is perturbed again.

ILS is based on a deterministic heuristic which is used to generate the starting point solution. Perturbation is used to generate new starting points for the local search. To apply ILS we define three procedures: the constructive heuristic, the perturbation procedure and the local search one. These three procedures use the placement algorithm, which is used to decide how to place a piece in the empty space before cutting it.

3.2. Placement Procedure

Let \( n \) be the number of copies not yet cut for one given piece and \( b \) a block of these \( n \) copies, arranged in rows and columns, such that the number of copies in the block does not exceed \( Q_i \). We want to place this block in the empty space of the large rectangle, using the concept of empty rectangle. We define an empty rectangle as a rectangle that contains no blocks. It is determined by its free point. A free point is a corner of an already placed block. For example, in Figure 2, we have a block of four copies placed in the lower left corner of the large rectangle. The free points generated by this block are:

\[ \begin{align*}
&\text{– } A: \text{the lower right corner of the block.} \\
&\text{– } B: \text{the upper left corner of the block.}
\end{align*} \]
By placing the block of four copies, two rectangles are created. The empty rectangle $R_1$ is characterized by its free point $A$ which correspond to the bottom left corner and by its upper right corner of coordinates $(L, W)$. The empty rectangle $R_2$ is characterized by its free point $B$ which correspond to the bottom left corner and by its upper right corner of coordinates $(L, W)$.

The Algorithm 1 presents the placement procedure which is used in the constructive algorithm in order to place the blocks in the large stock rectangle. In this procedure each block is placed nearest the corners (bottom left, bottom right, upper right and upper left) of the large rectangle such that:

- its bottom edge touches either the bottom of the large rectangle or the top edge of another block and its left edge touches either the left edge of the large rectangle or the right edge of another block for bottom left position.

- its bottom edge touches either the bottom of the large rectangle or the top edge of another item and its left edge touches either the right edge of the large rectangle or left edge of another block for bottom right position.

- its top edge touches either the top of the large rectangle or the bottom edge of another block, and its left edge touches either the left edge of the large rectangle or the right edge of another block for upper left position.

- its top edge touches either the top of the large rectangle or the bottom edge of another block, and its left edge touching either the right edge of the large rectangle or the left edge of another block for upper right position.

Once a block is placed in a position in the large rectangle, we update the list of empty rectangles by removing the used rectangle and create new rectangles generated by the free points of the already placed block and by modifying the empty rectangles dimensions in order to avoid overlaps.
Algorithm 1 – Placement procedure for one given block

1: if $b$ can fit in the first rectangle of the list in lower left corner then
2:    Place $b$ in this position
3:    Update the list of empty rectangles according to the free points and their dimensions.
4: else if $b$ can fit in the first rectangle of the list in lower right corner then
5:    Place $b$ in this position
6:    Update the list of empty rectangles according to the free points and their dimensions.
7: else if $b$ can fit in the first rectangle of the list in upper left corner then
8:    Place $b$ in this position
9:    Update the list of empty rectangles according to the free points and their dimensions.
10: else if $b$ can fit in the first rectangle of the list in upper right corner then
11:   Place $b$ in this position
12:   Update the list of empty rectangles according to the free points and their dimensions.
13: end if

3.3. The Constructive Heuristic

We use the constructive algorithm of Alvarez-Valdes et al. (2005) described in Algorithm 2. This heuristic is an iterative process. At each iteration, a piece is chosen to be cut. The process is stopped if no piece can be cut. Consider a set $PC$ of type pieces, where each type $i = 1, ..., m$, is characterized by its dimensions $(l_i, w_i)$, its value $v_i$ and lower bound $P_i$. Define a set $Q$ where $Q_i$ is the upper bound on the number of copies of type $i (i = 1, ..., m)$ still to be cut. We also define a set $C$, where $C_i$ is the number of cut copies of type $i (i = 1, ..., m)$.

Consider an example (Instance 1 from Beasley (2004)) in Figure 3. We apply the constructive algorithm. In this example we have 5 types of pieces ($m = 5$).

<table>
<thead>
<tr>
<th>Piece</th>
<th>$l_i$</th>
<th>$w_i$</th>
<th>$P_i$</th>
<th>$Q_i$</th>
<th>$v_i$</th>
<th>$e_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>7</td>
<td>0</td>
<td>2</td>
<td>35</td>
<td>1.66</td>
</tr>
<tr>
<td>2</td>
<td>8</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>40</td>
<td>2.5</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>27</td>
<td>1.35</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>23</td>
<td>1.15</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>9</td>
<td>0</td>
<td>2</td>
<td>43</td>
<td>2.38</td>
</tr>
</tbody>
</table>
**Algorithm 2** – Constructive algorithm of Alvarez-Valdes et al.

1: Initialize

2: The list of empty rectangles is initialized by the large stock rectangle $R = (L, W)$.
   - $PC = \{pc_1, pc_2, \ldots, pc_m\}$.
   - $Q = \{Q_1, Q_2, \ldots, Q_m\}$.
   - $C = \emptyset$.

3: Order the type pieces of $PC$ according to 3 criteria:
   (a) Order by $P_i \times l_i \times w_i$ non-increasing giving priority to pieces which must be cut.
   (b) Break ties by non-increasing $e_i$.
   (c) Break remaining ties by non-increasing $l_i \times w_i$.

4: In the $PC$ order, find the first index $j$ (such that $Q_j > 0$) of type piece which can fit in the stock rectangle. If it does not exist, stop; else go to step 4.

5: Find the maximum value $0 < n \leq Q_j$ that can fit in the empty space of the stock rectangle.

6: Call the placement procedure to place the block $b$.

7: Update $Q$, $Q_j = Q_j - n$, $C_j = C_j + n$, go to step 3.

---

Initially $PC = \{2, 5, 1, 3, 4\}$ in the efficiency order and $Q = \{2, 2, 2, 1, 3\}$. We consider the first piece in the list (piece 2) with $Q_2 = 2$, we cut it twice in the lower left corner of the large stock rectangle. We update $Q = \{0, 2, 1, 3, 2\}$ and $C = \{0, 2, 0, 0, 0\}$ (see (b) in Figure 4). We try to cut a piece 5 with $Q_5 = 2$, but only one piece can fit in the empty space. We place this piece in the lower right corner (see (c) in Figure 4). We update $Q = \{0, 2, 1, 3, 1\}$ and $C = \{0, 2, 0, 0, 1\}$, then we consider the pieces 1, 3 but they do not fit into the empty space of the large rectangle.

We take the last piece in $PC$, piece 4 with $Q_4 = 3$, and cut a block with one copy at the upper left corner (see (d) in Figure 4). We update $Q = \{0, 2, 1, 2, 1\}$ and $C = \{0, 2, 0, 1, 1\}$.
3.4. The Perturbation Procedure

The perturbation procedure described in Algorithm 3 consists in a permutation between cut and uncut pieces in random order. The aim of this procedure is to generate new starting points for the local search. Consider $PC$ and $PC$ the sets of type of pieces still to be cut and $C$, $C$ the sets of cut pieces. The algorithm 3 presents this procedure.

---

**Algorithm 3 – Perturbation procedure**

1: $\overline{C} = C$
2: repeat
3: Draw randomly $p_i \in \overline{C}$
4: Remove $p_i$ from the solution.
5: $\overline{PC} = PC$
6: repeat
7: Draw randomly $p_k \in \overline{PC}$
8: Try to cut $p_k$ with the placement procedure.
9: if failure then
10: $\overline{PC} = PC \setminus \{p_k\}$
11: end if
12: until $\overline{PC} = \emptyset$ or permutation done
13: if $\overline{PC} = \emptyset$ then
14: $\overline{C} = C \setminus \{p_i\}$
15: Put $p_i$ back in the solution.
16: end if
17: until Permutation done

---

Figure 4. Instance 1 Beasley (1985). Selecting the most efficient piece.
For example, in Instance 1 from Beasley (2004), we swap piece 5 and piece 3. The new solution is presented in Figure 5:

![Figure 5. Instance 1 from Beasley (1985). Permutation between pieces 5 and 3.](image)

3.5. The Local Search Procedure

We tested several local search procedures in order to find the best one. The first one consists in eliminating the final $k\%$ blocks of the solution (the last 10%). Once the final pieces have been removed from the solution, the constructive algorithm is applied. Preliminary tests have shown that give poor results, even using different values for the parameter $k$.

![Figure 6. Instance 1 Beasley (1985). (a) perturbed solution. (b) solution after removing piece 2. (c) moving to the corners. (d) fill.](image)

For this reason, we tested another method which consists in removing cut pieces in random order and moves the remaining ones to the corners of the large rectangle and finally filling the empty space by applying the constructive algorithm. When selecting the piece to cut, the piece eliminated is not considered until another piece has been included in the modified solution.

For the same previous example (Instance 1 from Beasley (2004)), we applies the local search to the configuration obtained after the perturbation in Figure 5. Randomly, we decide to remove piece 2
and we get the Figure 6 (b). Then, we move the remaining pieces to the corners of the large rectangle (Figure 6 (c)) and apply the constructive algorithm which leads to the configuration in Figure 6 (d).

3.6. General Structure of the ILS Algorithm

We present in Algorithm 4 the general structure of the ILS algorithm. BestSol, denotes the best solution and BestValue the value of the best solution. Sol is a solution characterized by the set C of cut copies of pieces. Value is the value of the solution sol and MaxIterations is the number of iterations.

Algorithm 4 – General structure of the ILS

1: BestSol = solution of constructive algorithm
2: BestValue = \( \sum_{i \in \text{bestsol}} v_i x_i \)
3: Sol = Local search (BestSol)
4: Value = \( \sum_{i \in \text{sol}} v_i x_i \)
5: if Value > BestValue then
6:   BestSol = Sol
7:   BestValue = Value
8: end if
9: for count = 1 to MaxIterations do
10:   Sol = BestSol
11:   Sol = Perturbation (Sol)
12:   Sol = Local search (Sol)
13:   Value = \( \sum_{i \in \text{sol}} v_i x_i \)
14: if Value > BestValue then
15:   BestSol = Sol
16:   BestValue = Value
17: end if
18: end for

4. COMPUTATIONAL RESULTS

To test our approach, we have used several sets of test problems:

– A set of 21 problems from literature: 12 from Beasley (2004), 2 from Hadjiconstantinou and Christofides (1995), 1 from Wang (2003), 1 from Christofides and Whitlock (1977) and 5 from Fekete and Schepers (1997). The length and width of the large rectangle vary in [10, 100], the number of pieces in [5, 30] and the maximum number of pieces which could be cut in [10, 97]. For all of them, the optimal solutions are known.
A set of 10 problems from Leung et al. (2003), consisting of 3 instances from Lai and Chan (1997), 5 from Jakobs (1996) and 2 from Leung et al. (2003). The length and width of the large rectangle vary in [45, 400], the number of pieces in [5, 50] and the maximum number of pieces which could be cut in [10, 50].

A set of 630 large problems generated by Beasley (2004). All the problems have a stock rectangle of size (100, 100). According to Alvarez-Valdes (2005, 2007), for each number of piece types $m$ ($m=40, 50, 100, 150, 250, 500, 1000$), 10 problems are randomly generated with $P_i=0, Q_i = 1;3;4$ for $i=1,...,m$. These 630 instances are divided into 3 types, according to the percentages of the types of pieces of each class (Table 1, Table 2):

<table>
<thead>
<tr>
<th>Class</th>
<th>Description</th>
<th>Length</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Short and wide</td>
<td>[1,50]</td>
<td>[75,100]</td>
</tr>
<tr>
<td>2</td>
<td>Long and narrow</td>
<td>[75,100]</td>
<td>[1,50]</td>
</tr>
<tr>
<td>3</td>
<td>Large</td>
<td>[50,100]</td>
<td>[50,100]</td>
</tr>
<tr>
<td>4</td>
<td>Small</td>
<td>[1,50]</td>
<td>[1,50]</td>
</tr>
</tbody>
</table>

The value assigned to each piece is equal to its area multiplied by an integer randomly chosen from {1,2,3}.

A set of Hopper and Turton (2001) instances in which each piece appears once ($Q =1$) and its value is equal to its area. The length and width of the large rectangle vary in [20, 240].

4.1. Implementation

Our ILS has been coded in Delphi 7 and run on a 2.8 GHz Pentium 4. The algorithm runs until it reaches the optimal solution, if known, or the corresponding upper bound, or after 500 iterations. The complete computational results appear in the following tables. The four tables include a direct comparison with the GRASP algorithm and Tabu search algorithm of Alvarez-Valdes (2005, 2007). In these tables MPDO indicates the Mean Percentage Deviation from Optimum and NOS the Number of Optimal Solutions. In Tables 3, 4 and 6, the ILS values are compared with the optimal solutions (Beasley (2004)) and with the GRASP algorithm and Tabu search results (Alvarez-Valdes (2005, 2007)). For the large instances in Table 5 the optimal solutions are unknown, the comparisons are made with the upper bounds obtained by solving the knapsack problem presented in section 2.2. In this table we calculate the percentage of deviation from the upper bounds which we indicate by MPDUP.
Table 3. Instances from literature

<table>
<thead>
<tr>
<th>Instances</th>
<th>$L, H$</th>
<th>$m$</th>
<th>GRASP CPU Time</th>
<th>Tabu CPU Time</th>
<th>Optimum</th>
<th>ILS CPU Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beasley</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10;10</td>
<td>5</td>
<td>164</td>
<td>0</td>
<td>164</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>10;10</td>
<td>7</td>
<td>230</td>
<td>0</td>
<td>230</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>10;10</td>
<td>10</td>
<td>247</td>
<td>0</td>
<td>247</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>15;10</td>
<td>5</td>
<td>268</td>
<td>0</td>
<td>268</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>15;10</td>
<td>7</td>
<td>358</td>
<td>0</td>
<td>358</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>15;10</td>
<td>10</td>
<td>289</td>
<td>0</td>
<td>289</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>20;20</td>
<td>5</td>
<td>430</td>
<td>0</td>
<td>430</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>20;20</td>
<td>7</td>
<td>834</td>
<td>0.77</td>
<td>834</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>30;30</td>
<td>10</td>
<td>924</td>
<td>0</td>
<td>924</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>30;30</td>
<td>5</td>
<td>1452</td>
<td>0</td>
<td>1452</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td>30;30</td>
<td>7</td>
<td>1688</td>
<td>0.05</td>
<td>1688</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td>30;30</td>
<td>10</td>
<td>1865</td>
<td>0.05</td>
<td>1865</td>
<td>0.06</td>
</tr>
<tr>
<td>Hadjiconstantinou and Christofides</td>
<td>30;30</td>
<td>7</td>
<td>1178</td>
<td>0</td>
<td>1178</td>
<td>0</td>
</tr>
<tr>
<td>Wang</td>
<td>70;40</td>
<td>19</td>
<td>2726</td>
<td>0.77</td>
<td>2726</td>
<td>0.06</td>
</tr>
<tr>
<td>Christofides and Whitlock</td>
<td>40;70</td>
<td>20</td>
<td>1860</td>
<td>0.39</td>
<td>1860</td>
<td>0.05</td>
</tr>
<tr>
<td>Fekete and Schepers</td>
<td>100;100</td>
<td>15</td>
<td>27589</td>
<td>2.31</td>
<td>27718</td>
<td>2.14</td>
</tr>
<tr>
<td></td>
<td>100;100</td>
<td>30</td>
<td>21976</td>
<td>4.17</td>
<td>22502</td>
<td>3.4</td>
</tr>
<tr>
<td></td>
<td>100;100</td>
<td>30</td>
<td>23743</td>
<td>3.68</td>
<td>24019</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>100;100</td>
<td>33</td>
<td>32893</td>
<td>0</td>
<td>32893</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>100;100</td>
<td>29</td>
<td>27923</td>
<td>0</td>
<td>27923</td>
<td>0</td>
</tr>
<tr>
<td>MPDO</td>
<td></td>
<td></td>
<td></td>
<td>0.19%</td>
<td>0.58</td>
<td>0%</td>
</tr>
<tr>
<td>NOS</td>
<td></td>
<td></td>
<td></td>
<td>18</td>
<td>21</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 4. Instances from Leung et al. (2003)

<table>
<thead>
<tr>
<th>Instances</th>
<th>$L, W$</th>
<th>$m$</th>
<th>GRASP CPU Time</th>
<th>Tabu CPU Time</th>
<th>Optimum</th>
<th>ILS CPU time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>400;200</td>
<td>9</td>
<td>80000</td>
<td>0</td>
<td>80000</td>
<td>80000</td>
</tr>
<tr>
<td>2</td>
<td>400;200</td>
<td>7</td>
<td>79000</td>
<td>0</td>
<td>79000</td>
<td>79000</td>
</tr>
<tr>
<td>3</td>
<td>400;400</td>
<td>5</td>
<td>154600</td>
<td>4.12</td>
<td>160000</td>
<td>160000</td>
</tr>
<tr>
<td>4</td>
<td>70;80</td>
<td>14</td>
<td>5447</td>
<td>10.16</td>
<td>5600</td>
<td>5600</td>
</tr>
<tr>
<td>5</td>
<td>70;80</td>
<td>16</td>
<td>5455</td>
<td>15.44</td>
<td>5600</td>
<td>5600</td>
</tr>
<tr>
<td>6</td>
<td>120;45</td>
<td>22</td>
<td>5328</td>
<td>12.57</td>
<td>5400</td>
<td>5400</td>
</tr>
<tr>
<td>7</td>
<td>90;45</td>
<td>16</td>
<td>3978</td>
<td>10.28</td>
<td>4050</td>
<td>4050</td>
</tr>
<tr>
<td>8</td>
<td>65;45</td>
<td>18</td>
<td>2871</td>
<td>14.94</td>
<td>2925</td>
<td>2925</td>
</tr>
<tr>
<td>9</td>
<td>150;110</td>
<td>40</td>
<td>15856</td>
<td>90.52</td>
<td>16280</td>
<td>16500</td>
</tr>
<tr>
<td>10</td>
<td>160;120</td>
<td>50</td>
<td>18628</td>
<td>132.26</td>
<td>19044</td>
<td>18628</td>
</tr>
<tr>
<td>MPDO</td>
<td></td>
<td></td>
<td></td>
<td>2.05%</td>
<td>29.03</td>
<td>0.21</td>
</tr>
<tr>
<td>NOS</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>
Table 5. Larger instances

<table>
<thead>
<tr>
<th>m</th>
<th>Q</th>
<th>$M = m \times Q$</th>
<th>GRASP CPU time</th>
<th>Tabu CPU time</th>
<th>ILS CPU time</th>
<th>MPDUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>1</td>
<td>40</td>
<td>6.97</td>
<td>2.33</td>
<td>6.55</td>
<td>2.38</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>120</td>
<td>2.22</td>
<td>6.62</td>
<td>1.95</td>
<td>1.78</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>160</td>
<td>1.81</td>
<td>4.44</td>
<td>1.65</td>
<td>1.8</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>50</td>
<td>4.8</td>
<td>4.71</td>
<td>4.85</td>
<td>3.33</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>150</td>
<td>1.5</td>
<td>7.05</td>
<td>1.27</td>
<td>8.06</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>200</td>
<td>1.18</td>
<td>5.34</td>
<td>0.96</td>
<td>6.02</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>100</td>
<td>1.51</td>
<td>5.36</td>
<td>1.5</td>
<td>9.2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>300</td>
<td>0.47</td>
<td>9.41</td>
<td>0.31</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>400</td>
<td>0.26</td>
<td>6.99</td>
<td>0.18</td>
<td>14.12</td>
</tr>
<tr>
<td>150</td>
<td>1</td>
<td>150</td>
<td>0.89</td>
<td>5.53</td>
<td>0.07</td>
<td>11</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>400</td>
<td>0.14</td>
<td>11.71</td>
<td>0.05</td>
<td>18.03</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>600</td>
<td>0.11</td>
<td>6.75</td>
<td>0.45</td>
<td>20.74</td>
</tr>
<tr>
<td>250</td>
<td>1</td>
<td>250</td>
<td>0.51</td>
<td>5.27</td>
<td>0.01</td>
<td>14.31</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>750</td>
<td>0.04</td>
<td>13.89</td>
<td>0</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1000</td>
<td>0.03</td>
<td>6.65</td>
<td>0</td>
<td>5.75</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>500</td>
<td>0.05</td>
<td>3.24</td>
<td>0.03</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1500</td>
<td>0</td>
<td>12.24</td>
<td>0</td>
<td>8.4</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>2000</td>
<td>0</td>
<td>1.15</td>
<td>0</td>
<td>1.09</td>
</tr>
<tr>
<td>1000</td>
<td>1</td>
<td>1000</td>
<td>0</td>
<td>1.01</td>
<td>0</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>3000</td>
<td>0</td>
<td>6.53</td>
<td>0</td>
<td>4.23</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>4000</td>
<td>0</td>
<td>0.29</td>
<td>0</td>
<td>1.12</td>
</tr>
</tbody>
</table>

For the first set of 21 instances (Table 3), the average distance to optimum is 0.15% compared to 0.19% for the GRASP. We improve two instances and do as well as GRASP for 18 others. We obtain 0.57s of execution time versus 0.58s for the GRASP and 0.32s for Tabu search. For the
second set (Table 4), ILS outperforms the GRASP for 3 instances and does as well as the GRASP and the Tabu search for 4 instances. The mean percentage of deviation from the optimum is 1.53% versus 2.05% for the GRASP and 0.21% for the Tabu search.

The average execution time is 22.6s compared to 29.03s for the GRASP. For the larger instances, (Table 5) shows that the average deviation from the knapsack upper bound is 1.03% compared to 1.07% for the GRASP and 0.97% for the Tabu search. We outperforms the GRASP for 11 subsets (for (m= 50, Q= 1, 3, 4); (m=50, Q= 3, 4); (m= 100, Q=4); (m=150, Q=1, 3, 4); (m=250, Q=3, 4)) and find the same results for 7 others. ILS supersedes the Tabu search for the second subset which corresponds to (m=40, Q=3). The average distance from the knapsack upper bounds is 1.78% for ILS compared to 1.95% for the Tabu search. For the subset (m=50, Q=1) the mean percentage of deviation from knapsack upper bounds is 4.80% for ILS versus 4.85% for Tabu search. The average distance of the knapsack upper bounds for the subset (m=50, Q=2) is 1.23% for ILS versus 1.27% for the Tabu search and the subset (m=150, Q=4) the mean percentage of deviation from knapsack upper bounds is 0.09% compared to 0.45% for the Tabu search. However ILS does as well as the Tabu search for 4 subsets which correspond to (m=250, Q=4), (m=500, Q=4) and (m=1000, Q=1, 4).

For the instances of Hopper and Turton (2001) we note that the average distance to the optimum is 0.83% compared to 4.20% for the GRASP. We improve 7 instances and do as well as the GRASP for 3 others. ILS also supersedes the Tabu search for one instance and achieves the same results for 6 others.
5. CONCLUSION

We have presented an Iterated Local Search for the constrained two-dimensional non-guillotine cutting problem, which is based on three procedures: a constructive algorithm used to generate the starting points, a perturbation procedure which consists in permutation between cut and uncut pieces, and a local search which removes cut pieces. The computational results are very competitive compared to the GRASP of Alvarez-Valdes (2005). In the first set the average distance to the optimum is 0.15% compared to 0.19% for the GRASP. For the second set the mean percentage of deviation from optimum is 1.53% versus 2.05% for the GRASP. For the larger instances the average deviation from the knapsack upper bounds is 1.03% compared to 1.07% for the GRASP. Finally, for the last set (Hopper and Turton (2001) instances), the average deviation from the optimum is 0.83% compared to 4.20% for the GRASP. ILS outperforms the Tabu search for some instances of the larger instances and for some instances of Hopper and Turton (2001). To improve the results, we suggest adding other moves in the local search and combining this method with the GRASP algorithm.
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