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Abstract: Prediction of peak loads in Iran up to year 2011 is discussed using the Radial Basis Function Networks (RBFNs). In this study, total system load forecast reflecting the current and future trends is carried out for global grid of Iran. Predictions were done for target years 2007 to 2011 respectively. Unlike short-term load forecasting, long-term load forecasting is mainly affected by economy factors rather than weather conditions. This study focuses on economical data that seem to have influence on long-term electric load demand. The data used are: actual yearly, incremental growth rate from previous year, and blend (actual and incremental growth rate from previous years). As the results, the maximum demands for 2007 through 2011 are predicted and is shown to be elevated from 37138 MW to 45749 MW for Iran Global Grid. The annual average rate of load growth seen per five years until 2011 is about 5.35%.
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1 Introduction
A power system serves one function and that is to supply customers, both large and small, with electrical energy as economically and as reliability as possible. Another responsibility of power utilities is to recognize the needs of their customers (Demand) and supply the necessary energies. Limitations of energy resources in addition to environmental factors, requires the electric energy to be used more efficiently and more efficient power plants and transmission lines to be constructed [1]. Long-term demand forecasts span from five years ahead up to fifteen years. They have an important role in the context of generation, transmission and distribution network planning in a power system. The objective of power system planning is to determine an economical expansion of the equipment and facilities to meet the customers' future electric demand with an acceptable level of reliability and power quality [2].

Iran electric power demand has steadily increased and the load factor of total power system has decreased. This trend is certain to continue in future. Limitations of energy resources in addition to environmental factors, requires the electric energy to be used more efficiently and more efficient power plants and transmission lines to be constructed. Iran has 16 interconnected power companies, which are responsible for providing power to the entire country. In this paper, load predictions are done for the total network.

The peak electric power demand of this total power network has been increasing at an average of 6% per year. These numbers suggest that 16 Iranian power utilities should produce about 195.86 GW power for the next 5 years. However, neither the accurate amount of needed power nor the preparation for such amounts of power is as easy as it looks, because: (1) long-term load forecasting is always inaccurate (2) peak demand is very much dependant on temperature. (at peak period, 1 degree Celsius increase in temperature causes about 450 MW increase in demand for electricity), (3) some of the necessary data for long-term forecasting including weather condition and economic data are not available, (4) it is very difficult to store electric power with the present technology, (5) it takes several years and requires a great amount of investment to construct new power generation stations and transmission facilities.

In this paper, we propose a long-term load forecasting method, Radial Basis Function Networks (RBFNs) that trains faster and leads to better decision boundaries than the previous two different ANNs, a Recurrent Neural Network (RNN) and a 3-layered feed-forward Back Propagation (BP). In short-term load forecasting, generally, weather conditions (particularly temperature) have significant influences on peak loads. However, in long-term load forecasting economic
factors play an important role. In this paper, the economic factors and their contributions on long-term loads along with the implementation of a new ANNs method which determines comparatively small error than RNN and BP are the main focus of the study. The input/output, structure of the network, training/testing data, number of centers and parameters, which play important roles in training of the proposed RBFNs are explained in the following sections. Different the following Parts describe: 1) Brief Review of Different Long-Term Load Forecasting Methods 2) The steps of long-term load forecasting using neural network 3) Selections of proper economy factors 4) Design OF Radial Basis Function Networks for long-term load demand forecasting 5) RBFNs simulations and results 6) Comparisons between RBFNs and MLR forecasting 7) Conclusions.

Based on the results obtained from this study, we determined that the loads are increasing with mean annual incremental rate of about 5.35% up to year 2011 by using Radial Basis Function Networks (RBFNs).

1.1 Brief Review of Different Long-Term Load Forecasting Methods

Load forecasting has become one of the most important aspects of electric utility planning. The economic consequences of improved load forecasting approaches have kept development of alternate, more accurate algorithms at the forefront of electric power research. From short-term load forecasting used in the daily unit allocations, to mid-term load forecasting used for fuel budgeting, and to the long-term load forecasting used for resource planning and utility expansion, a wide variety of techniques have been proposed in the last 30 years. Most of these studies have been concerned about application of different models based on different behavioral assumptions about the load shape. Generally, long-term load demand forecasting methods can be classified in to two broad categories: parametric methods and artificial intelligence based methods. The artificial intelligence methods are further classified in to neural networks [1] [2] [4] [8] [10], support vector machines [15], genetic algorithms [14], wavelet networks [12] [13], fuzzy logics [16] and expert system [17] methods. The parametric methods are based on relating load demand to its affecting factors by a mathematical model. The model parameters are estimated using statistical techniques on historical data of load and it's affecting factors. Parametric load forecasting methods can be generally categorized under three approaches: regression methods, time series prediction methods [3]. Traditional statistical load demand forecasting techniques or parametric methods have been used in practice for a long time. These traditional methods can be combined using weighted multi-model forecasting techniques, showing adequate results in practical system. However, these methods cannot properly present the complex nonlinear relationships that exist between the load and a series of factors that influence on it [2].

1.2 Radial basis function network

Radial functions are simply a class of functions. In principle, they could be employed in any sort of model (linear or nonlinear) and any sort of network (single-layer or multi-layer). However, since Broomhead and Lowe's seminal paper, radial basis function networks (RBF networks) have traditionally been associated with radial functions in a single-layer network such as shown in Fig. 1.

Radial basis function network (RBFN) can be used successfully to forecast distribution load demands. The RBFN was reported to be more accurate and less time consuming [13]. As the input variables pass direct to hidden layers without weights, the RBFN models are simpler compared to BP models? The main problem associated with the use of back propagation in forecasting is its slow convergence, difficulty in generalization and arbitrariness in network design. The RBFN was found to overcome these limitations to a certain extent and was shown to give better results. The global modeling and load modeling are done using RBFNs. The RBFN consists of an input layer and hidden layer of high enough dimensions. The output layer supplies the response of the network to the activation patterns applied to the input layer. In the application of RBFN in global modeling, the observations used to train the model of the load values. The training phase constitutes the optimization of a fitting procedure based on the known data points.

The key to a successful implementation of these networks is to find suitable centers for the Gaussian function [10].
2 The steps of long-term load forecasting using neural network

Fig. 2 describes the steps of long-term load forecasting.

For running the RBFNs program, all of the input data (describes in part 3) are used as interiors of RBFNs formula. The program should be designed user friendly for users. After finishing progress, the LSE error should be calculated to recognize that the result is correct or not. If it is not correct, it means that the neural network training shouldn't have done precisely and it should be done again.

3 Selections of proper economy factors

A selection of related parameters as economic factors for long-term load forecasting shows the following factors. These factors were selected very carefully. They have big influence on consumption. All of these factors have their actual data and they are collected from 1989 up to 2007. These factors are later used as inputs to the networks.

3.1 Selected Economy Factors

a) Gross Domestic Product (GDP). GDP shows the size of economic activity and economic conditions that occur within a country. In view of the increase

b) Population. It is thought that the demand for the electric power will increase in proportion to the population.

c) Number of households. Households are taken into account as an important input, because of the existence of many appliances in each household.

d) Hot days. The temperature causes an effect of electric power demand. In the hot days people usually use cooler, which causes a big share of power consumption. And thus the number of hot days is taken as an input of the Network.

e) Index of Industrial Production (IIP). The entire industry movement can be achieved by using IIP as input.

f) Electricity price. It is thought that when the price of electricity is decreases, the amount of useless electric power consumption increases gradually.

g) Maximum Electric Power. The maximum electric power of the previous year is also used as one of the inputs of the network.

Note: All of the above factors are obtained from some actual resources such as, TAVANIR Co. and The Library of Central Bank of Islamic Republic Iran.

3.2 Contribution Factor

In this paper, an additional important approach called “Contribution Factor” is presented to determine the level of influences of selected inputs on output. The contribution factor is the sum of the absolute values of the weights leading from the particular variable. Entire data set is checked before training the RBFNs. This function produces a number for each input variable called “a contribution factor” that is a rough measure of the importance of that variable in predicting the network’s output relative to the other input variables in the same network. The higher the number, the more the variable is contributing to the prediction.

We can use the contribution factor to decide which variable to remove in order to simplify the network and make the training faster. However, we should probably only do this when the number of inputs exceeds 100 for so. It should be noted that the value of a contribution factor should not be considered “gospel” when deciding whether to include a variable in a network. Neural networks are capable of finding patterns among variables
when none of the variables themselves are highly correlated to the outputs. Obviously, if a certain variable is highly correlated with the output, the variable will have a high contribution factor. The number of input variables also affects the contribution factor. For example, if we include more than 60 to 80 input variables, sometimes the contribution factors get very close to each other and we cannot differentiate among the variables.

The contribution factor of remaining inputs is shown in Fig. 3. The Y-axis of this Fig. 3 shows the percentage of the influence of each input on the output.

3.3 Normalized Economy Factors

The economy factors which were selected had different scales. For using these economy factors in a same network, we should normalize them between 0.1 and 0.9. Fig. 4 shows the diagram of normalized economy factors. These normalized economy factors have been drawn in MATLAB.

4 Design OF Radial Basis Function Networks for Long-Term Load Demand Forecasting

A Radial Basis Function Network (RBFN) in most general terms is any network, which has an internal representation of hidden processing elements (pattern units) which are radically symmetric. For a pattern unit to be radically symmetric, it must have the following three constituents:

- A center, which is a vector in the input space and which is typically stored in the weight vector from the input layer to the pattern unit.
- A distance measure, to determine how far an input vector is from the center. Typically, this is the standard Euclidean distance measure.
- A transfer function, which is a function of a single variable, and which determines the output of the PE (processing elements) by mapping the output of the distance function. A common function is a Gaussian function, which outputs stronger values when the distance is small.

In other words, the output of a pattern unit is a function of only the distance between an input vector and the stored center. The network architecture, characteristics and the learning strategy of RBFNs will be described in the following section.

4.1 Network Architecture of Radial Basis Function Networks

RBFNs consist of three layers; the input layer, hidden layer and output layer. The nodes within each layer are fully connected to the previous layer, as shown in Fig. 5.

In the present work, there is one input layer, one hidden layer and one output layer, as shown in Fig. 5. Six input neurons, six hidden neurons and one output neuron are found to be an adequate combination to give reasonably good training results. The yearly load and economy factors data collected. To start with, the economy factors data for first year form the input set and load data for the first year is taken as the output for training purposes. Similarly the second training data set is obtained from the second year (input) and the load data for the second year (output). The model validation is done by finding the forecast error and the confidence interval for the network forecast and is to be within limits.

The output of the network is given by the following equations.

\[ Aw = H^T y \]  
\[ w = A^{-1} H^T y \]

where;

\[ A^{-1} = (H H)^{-1} \]

\[ y = w H \]

where, H is a matrix consists of h(x) as Gaussian functions and w is the weight between output & hidden layer.
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We can describe $H$ as the following matrix:

$$H = \begin{bmatrix}
  h_1(x_1) & \cdots & h_m(x_1) \\
  \vdots & \ddots & \vdots \\
  h_1(x_n) & \cdots & h_m(x_n)
\end{bmatrix} \tag{5}$$

And $h(x)$ is:

$$h(x) = \exp\left(-\frac{(x-c)^2}{r}\right) \tag{6}$$

where, $r$ is the variance of Gaussian function.

The input layer consists of $n$ units which represents the elements of the vector $x$. The links between input and hidden layer contain the elements of the vectors $C_j$.

The hidden units compute the Euclidean distance between the input pattern and the vector, which is represented by the links leading to this unit. The activation of the hidden units is computed by applying the Euclidean distance to the function $h(x)$.

### 4.2 Characteristics and Learning Strategy of Radial Basis Function Networks

RBFNs have static Gaussian function as the non-linearity for the hidden layer processing elements. The Gaussian function responds only to a small region of the input space where the Gaussian is centered. The key to a successful implementation of these networks is to find suitable centers for the Gaussian functions. This can be done with supervised learning.

We set suitable centers for the Gaussian functions and after that by using least square error (LSE), we can find the best variance for Gaussian functions.

The centers of Gaussian functions are determined as the mean of each group of economy factors.

Fig. 6 shows the training diagram of Radial Basis Function network. It is obvious, after 2087 irritations the percentage of least square error decreases fewer than 4.5%.

The advantage of the RBFNs is that it finds the input to output map using local approximations. From the characteristics of RBFNs, we perceived that it is possible to obtain a better solution for prediction type problem with a large number of inputs. In long-term load forecasting, it is usually used a huge quantity of data which is suitable for RBFNs architecture. Thus, RBFNs is proposed for long-term load forecasting.

## 5 RBFNs simulations and results

Here the years 2007 to 2011 had been taken as target years to predict the loads. The error calculation of RBFNs is shown in Table 1. The training years are taken years from the year 1989 to 2006. Here shows the training error (LSE) is 4.45%.

The proposed method is examined by using the real data from the year 1989 for forecast the yearly peak load, since the proposed peak load models is largely dependent on forecast economy factors.

Fig. 7 shows the actual load and estimated load from 1989 to 2006 by RBFNs. All of the data are normalized.

The validation years are selected randomly from 1998 to 2004. Table 2 shows the error of validation years by RBFNs.

After training RBFNs, the neural network is available for forecasting the future years. The years 2007 to 2011 had been taken as target years to predict the loads. Table 3 describes the forecasted load by RBFNs.

Fig. 8 shows the actual load and forecasted load together.

Note: All of the actual loads are obtained from TAVANIR Co.

## 6 Comparisons Between RBFNs and Multiple Linear Regression (MLR) Forecasting

In this paper, the proposed RBFNs peak load models forecast are compared with the estimation using a linear combination of independent variables. The application of general case of statistical forecasting method involves basic tasks analyze the data series and selection of the forecasting model. A Multiple Linear Regression (MLR) model shown in (7) can be represented as:
Fig. 7 Actual load and estimated load from 1989 to 2006 by RBFNs.

Fig. 8 Forecasted load from 2007 to 2011 by RBFNs.

Fig. 9 Comparisons between RBFNs and MLR forecasting.

\[ Y_i = a_0 + a_1X_1 + a_2X_2 + ... + a_nX_n + e \]  

(7)

where \( Y_i \) is the forecast variable, \( X_i \) are the explanatory variables, \( a_0 - a_n \) are the linear regression coefficients, and the error term. This function can represent the explanatory of the variable as the length of a data set in 18 years from (1989-2006), and Fig. 9 describes the comparisons between RBFNs and MLR forecasting. Table 4 shows the MLR results.

### Table 1 RBFNs Error Calculation.

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual Load*</th>
<th>Estimated Load*</th>
<th>Error</th>
<th>%Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1989</td>
<td>0.20</td>
<td>0.24</td>
<td>0.04</td>
<td>4.39</td>
</tr>
<tr>
<td>1990</td>
<td>0.22</td>
<td>0.21</td>
<td>-0.02</td>
<td>-1.89</td>
</tr>
<tr>
<td>1991</td>
<td>0.24</td>
<td>0.26</td>
<td>0.01</td>
<td>1.43</td>
</tr>
<tr>
<td>1992</td>
<td>0.26</td>
<td>0.31</td>
<td>0.04</td>
<td>4.28</td>
</tr>
<tr>
<td>1993</td>
<td>0.29</td>
<td>0.25</td>
<td>-0.04</td>
<td>-3.97</td>
</tr>
<tr>
<td>1994</td>
<td>0.31</td>
<td>0.28</td>
<td>-0.04</td>
<td>-3.6</td>
</tr>
<tr>
<td>1995</td>
<td>0.33</td>
<td>0.30</td>
<td>-0.03</td>
<td>-3.04</td>
</tr>
<tr>
<td>1996</td>
<td>0.35</td>
<td>0.36</td>
<td>0</td>
<td>0.36</td>
</tr>
<tr>
<td>1997</td>
<td>0.38</td>
<td>0.40</td>
<td>0.02</td>
<td>2.08</td>
</tr>
<tr>
<td>1998</td>
<td>0.41</td>
<td>0.39</td>
<td>-0.02</td>
<td>-1.71</td>
</tr>
<tr>
<td>1999</td>
<td>0.43</td>
<td>0.43</td>
<td>0</td>
<td>0.18</td>
</tr>
<tr>
<td>2000</td>
<td>0.47</td>
<td>0.48</td>
<td>0.01</td>
<td>1.5</td>
</tr>
<tr>
<td>2001</td>
<td>0.50</td>
<td>0.52</td>
<td>0.01</td>
<td>1.32</td>
</tr>
<tr>
<td>2002</td>
<td>0.54</td>
<td>0.51</td>
<td>-0.03</td>
<td>-2.63</td>
</tr>
<tr>
<td>2003</td>
<td>0.59</td>
<td>0.57</td>
<td>-0.03</td>
<td>-2.72</td>
</tr>
<tr>
<td>2004</td>
<td>0.64</td>
<td>0.68</td>
<td>0.04</td>
<td>3.81</td>
</tr>
<tr>
<td>2005</td>
<td>0.70</td>
<td>0.75</td>
<td>0.04</td>
<td>4.24</td>
</tr>
<tr>
<td>2006</td>
<td>0.75</td>
<td>0.83</td>
<td>0.08</td>
<td>8.04</td>
</tr>
</tbody>
</table>

*Normalized Data

### Table 2 Validation of RBFNs.

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual Load*</th>
<th>Estimated Load*</th>
<th>Error</th>
<th>%Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1998</td>
<td>0.55</td>
<td>0.64</td>
<td>0.08</td>
<td>8.34</td>
</tr>
<tr>
<td>2000</td>
<td>0.63</td>
<td>0.64</td>
<td>0.02</td>
<td>1.72</td>
</tr>
<tr>
<td>2002</td>
<td>0.73</td>
<td>0.65</td>
<td>-0.08</td>
<td>-7.66</td>
</tr>
<tr>
<td>2004</td>
<td>0.86</td>
<td>0.85</td>
<td>-0.01</td>
<td>-0.54</td>
</tr>
</tbody>
</table>

*Normalized Data

### Table 3 Forecasted load by RBFNs.

<table>
<thead>
<tr>
<th>Year</th>
<th>Forecasted Load(MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>38097</td>
</tr>
<tr>
<td>2008</td>
<td>43461</td>
</tr>
<tr>
<td>2009</td>
<td>46083</td>
</tr>
<tr>
<td>2010</td>
<td>47643</td>
</tr>
<tr>
<td>2011</td>
<td>48337</td>
</tr>
</tbody>
</table>

### Table 4 Forecasted load by MLR.

<table>
<thead>
<tr>
<th>Year</th>
<th>Forecasted Load(MW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>37064</td>
</tr>
<tr>
<td>2008</td>
<td>40431</td>
</tr>
<tr>
<td>2009</td>
<td>42231</td>
</tr>
<tr>
<td>2010</td>
<td>43831</td>
</tr>
<tr>
<td>2011</td>
<td>45431</td>
</tr>
</tbody>
</table>
7 Conclusions

Electric power companies expect to have adequate generating and transmission capacity resources for the several years ahead. Generally, the amount adequate generating and transmission capacity resources come from the results of mid and long-term load forecasting. However, mid- and long-term forecasts are not always accurate; therefore the power companies are always worried about this issue. Regarding this issue, we have developed some models for accurate load forecasting of couple of years ahead. It has been demonstrated in this paper that the proposed RBFNs give relatively accurate load forecasts for the actual data. One of the important points for forecasting the long-term load in Iran is to take into account the past and present economic situations and power demand. These points were considered in this study. The proposed RBFNs have also showed that the changes in loads are a reflection of economy.

Based on the results obtained from this study, we determined that the loads are increasing with mean annual incremental rate of about 5.35% up to year 2011. The reason is because very recently there took place a big brake in economy development in Iran. As far as the economy in near future is concerned, return to the former condition will not be simple for Iran.

Here, this study is not intending to go further than this point. What is trying to mention in this paper is that the loads will grow to a certain point for 5 to 10 years ahead. These fluctuations in long-term loads may bring this question that we may not be able to forecast the loads for very long periods. The answer to this question is to provide a sense of security to the power companies, a sensitivity analysis for load deviations and many variables, which may cause these fluctuations. That means, we must not only rely on the forecast of very long period, but also consider that as a reference or rough forecasting and then correct our forecasted curves by new coming information.
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