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ABSTRACT

In this paper an efficient method is developed for the formation of null bases of finite element models (FEMs) composed of rectangular and triangular plane stress and plane strain elements, corresponding to highly sparse and banded flexibility matrices. This is achieved by associating special graphs to the finite element models and selecting appropriate subgraphs for the formation of localized self stress systems. The efficiency of the present method is illustrated through some examples.
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1. INTRODUCTION

The force method of structural analysis, in which the member forces are used as unknowns, is appealing to engineers, since the properties of members of a structure most often depend on the member forces rather than joint displacements. This method was used extensively until 1960. The advent of the digital computer and the amenability of the displacement method for computation attracted most researchers. As a result, the force method and some of the advantages it offers in non-linear analysis and optimization has been neglected.

Four different approaches are adopted for the force method of structural analysis classified as:

1. Topological force methods,
2. Algebraic force methods,
3. Mixed algebraic-combinatorial force methods,
4. Integrated force method.

* E-mail address of the corresponding author: alikaveh@iust.ac.ir (A. Kaveh)
Topological methods have been developed by Henderson [1] and Maunder [2] for rigid-jointed skeletal structures using manual selection of the cycle bases of their graph models. Methods suitable for computer programming are due to Kaveh [3-5]. These topological methods are generalized to cover different types of skeletal structures, such as rigid-jointed frames, pin-jointed planar trusses and ball-jointed space trusses [6,7]. Algebraic methods have been developed by Denke [8], Robinson [9], Topçu [10], Kaneko et al. [11], Soyer and Topçu [12] and mixed algebraic-topological methods have been used by Gilbert et al. [13], Coleman and Pothen [14-15], and Pothen [16]. The integrated force method has been developed by Patnaik [17-18], in which the equilibrium equations and the compatibility conditions are satisfied simultaneously in terms of the force variables. Graph theoretical methods for the formation of null basis for the model consisting of triangular finite elements [22] and rectangular finite elements are developed by Kaveh et al. [23].

In this paper an efficient algorithm is presented for the formation of null bases for the models consisting of rectangular and triangular plane stress and plane strain finite element models, corresponding to highly sparse and banded flexibility matrices. The bases obtained by this algorithm require low computational effort leading to highly sparse flexibility matrices with very small bandwidth. Thus using this algorithm, optimal flexibility analysis of such FEMs becomes feasible.

Here, first an interface graph is defined for 2D finite element models and then subgraphs corresponding to self stress systems are generated. By applying unit bi-actions and solving the corresponding statically determinate substructures, some null vectors are obtained. This is repeated for all the selected subgraphs to obtain the null basis. The efficiency of the present method is illustrated through simple examples.

2. ALGEBRAIC FORCE METHODS

Consider a discrete or discretized structure S, which is assumed to be statically indeterminate. Let $r$ denote the $m$-dimensional vector of generalized independent element (member) forces, and $p$ the $n$-vector of nodal loads. The equilibrium conditions of the structure can be expressed as

$$Ar = p.$$  \hspace{1cm} (1)

where $A$ is an $n \times m$ equilibrium matrix. The structure is assumed to be rigid, and therefore $A$ has a full rank, i.e. $t = m - n > 0$ and rank $A = n$.

The member forces can be written as

$$r = B_0 p + B_1 q,$$  \hspace{1cm} (2)

where $B_0$ is an $m \times n$ matrix with $AB_0$ being an $n \times n$ identity matrix, and $B_1$ is an $m \times t$ matrix with $AB_1$ being an $n \times t$ zero matrix. $B_0$ and $B_1$ always exist for a structure, and in fact many of them can be found for a structure. $B_1$ is called a self-stress matrix as well as null basis matrix. Each column of $B_1$ is known as a null vector. Notice that the null space, null basis and null vectors correspond to complementary solution space, statical basis and S.E.Ss,
respectively, when \( S \) is taken as a general structure.

Minimizing the complementary potential energy requires that \( r \) minimize the quadratic form,

\[
\frac{1}{2} r^T F_m r,
\]

subjected to the constraint as in Eq. (1). \( F_m \) is an \( m \times m \) block diagonal element flexibility matrix. Using Eq. (2), it can be seen that \( q \) must satisfy the following equation:

\[
(B_m^T F_m B_m) q = -B_m^T F_m B_m p.
\]

Where \( B_m^T F_m B_m = G \) is the overall flexibility matrix of the structure. Computing the redundant forces \( q \) from Eq. (4), \( r \) can be found using Eq. (2), i.e.

\[
r = [B_o - B_m (B_m^T F_m B_m)^{-1} B_m^T F_m B_m] p.
\]

The structure of \( G \) is again important, and its sparsity, bandwidth and conditioning govern the efficiency of the force method. For the sparsity of \( G \) one can search for a sparse \( B_m \) matrix, which is often referred to the sparse null basis problem.

Many algorithms exist for computing a null basis \( B_m \) of a matrix \( A \). For the moment, let \( A \) be partitioned so that,

\[
[0]_{21} A, A \ &= \ [A_1, A_2]
\]

where \( A_1 \) is \( n \times n \) and non-singular, and \( P \) is a column permutation matrix that may be required in order to ensure that \( A_1 \) is non-singular. One can write:

\[
B_m = P \begin{bmatrix}
    -A_1^{-1} A_2 \\
    I
\end{bmatrix}
\]

\[
AB_m = [A_1, A_2] \begin{bmatrix}
    -A_1^{-1} A_2 \\
    I
\end{bmatrix} = 0
\]

Obviously, a permutation \( P \) that yields a non-singular \( A_1 \), can be chosen purely symbolically, but this says nothing about the possible numerical conditioning of \( A_1 \) and the resulting \( B_m \).

In order to control the numerical conditioning, pivoting must be employed. There are many methods based on various matrix factorizations, including the Gauss-Jordan elimination, QR, LU, LQ and Turn-back method. The latter method is briefly described in the following:

**Turn-Back LU Decomposition Method**: Topçu developed a method, the so-called Turn-back LU procedure, which is based on factorization and often results in highly sparse
and banded $B$, matrices. Heath et al. [20] adopted this method for use with QR factorization. Due to the efficiency of this method, a brief description of their approach will be presented in the following.

Write the matrix $A = (a_1, a_2, K, a_n)$ by columns. A start column is a column such that the ranks of $(a_1, a_2, K, a_s)$ and $(a_1, a_2, K, a_r)$ are equal. Similarly, $a_r$ will be a start column if it is linearly dependent on lower-numbered columns. The coefficients of this linear dependency form a null vector whose highest numbered non-zero is in position $s$. It is easy to see that the number of start columns is $t = n - m$, the dimension of the null space of $A$.

The start column can be found by performing a QR factorization on $A$, using orthogonal transformations to annihilate the subdiagonal non-zeros. Suppose that in the process of performing the QR factorization we do not perform column interchanges but simply skip over any columns which are already zero on and below the diagonal. The result will then be a factorization of the form

$$A = QR$$

The start columns are those columns where the upper triangular structure jogs to the right; that is, $a_r$ is a start column if the highest non-zero position in column $s$ of $R$ is no larger than the highest non-zero position in earlier columns of $R$.

The Turn-back method finds one null vector for each start column $a_s$ by "turning back" from column $s$ to find the smallest $k$ for which columns $a_s, a_{s-1}, K, a_{s-k}$ are linearly dependent. The null vector has a non-zero only in position $s-k$ through $s$. Thus, if $k$ is small for most of the start columns, then the null basis will have a small profile. Notice that the Turn-back operates on $A$, and not on $R$. The initial QR factorization of $A$ is used only to determine the start columns, and then discarded.

The null vector that Turn-back finds from start column $a_s$ may not be non-zero in positions. Therefore Turn-back needs to have some way to guarantee that its null vectors are linearly independent. This can be accomplished by forbidding the left-most column of the dependency for each null vector from participating in any later dependencies. Thus, if the null vector for start column $a_s$ has its first non-zero in position $s-k$, every null vector for a start column to the right of $a_s$ will be zero in position $s-k$.

3. FORCE METHOD OF STRUCTURAL ANALYSIS

3.1 Natural associate graph and interface graph of a finite element model

In order to transfer the topological property of a finite element model to the connectivity of a graph, ten different graphs are introduced in Ref. [21]. Here, the natural associate graph is
used and an additional new graph is defined.

**Natural associate graph:**
The natural associate graph of a FEM is constructed as follows:
1. Associate one node of the associate graph with an element of the FEM.
2. Two nodes of the associate graph are connected by a member if the corresponding elements in the FEM have a common edge.

A FEM and the corresponding associate graph are shown in Figure 1(a).

**Interface graph:**
The Interface graph of a FEM is constructed by the following rules:
1. This graph contains all the nodes of the FEM.
2. For each edge of a finite element of the model, associate one independent member. Thus, a typical overlap of two elements in FEM is represented by double members in interface graph.
3. One diagonal member is associated with each rectangular element of the model.

Figure 1 shows a FEM and the corresponding interface graph.

![Figure 1](image1)

**Figure 1.** (a) A FEM and its corresponding natural associate graph; (b) The interface graph

![Figure 2](image2)

**Figure 2.** (a) A 2D finite element model; (b) The interface graph; (c) Numberings for a typical rectangular element R and a triangular element T

The member of the interface graph should be numbered according to the numbering of the FEM. A typical numbering is shown in Figure 2(c). For each rectangular element like R, five members of the interface graph and for each triangular element like T, three members of
interface graph should be numbered consequently. The numbering is performed according to the direction of the independent element forces (Figure 3(a) and Figure 3(b)).

3.2 *The pattern corresponding to the self stress systems*

The nodal forces and independent element forces of a rectangular and triangular element is defined as shown in Figure 3. This is the same convention used by Przemieniecki [25].

![Figure 3](image)

**Figure 3.** (a) The nodal and element forces for a rectangular element; (b) The nodal and element forces for a triangular element

Considering Figure 3(a), in order to find the patterns corresponding to the self stress systems, a rectangular is simulated as a planar truss formed as the 1-skeleton of the rectangular element together with a diagonal member. This is possible since the independent element forces $F_1$ to $F_5$ are applied to the nodes and are along the edges of the rectangular. Also, a FEM with plane strain and plane stress triangular elements can be viewed as a planar truss (Figure 3(b)). The statical indeterminacy of planar truss with $m$ members and $n$ nodes...
is given as, \( \gamma(S) = m - 2n + 3 \).

The patterns of the underlying subgraphs of self stress systems (null vectors) are identified as follows:

3.3 Type I self stress system
Each double member of the interface graph is the underlying subgraph of a self stress system. In other words, a double member consisting of members numbered as \( i \) and \( j \) with \( i < j \), have two non-zero entries in the null basis matrix in the corresponding rows \( i \) and \( j \) in which the entry in row \( i \) is \(-1\) and the entry in row \( j \) is \(+1\). These double members are called type-I \( \gamma \)-cycles. The number of these double members is equal to the number of members of the natural associate graph, (see Kaveh [19, 23] for the definition of a \( \gamma \)-cycle).

Using these double members nearly \( \%80 \) of the columns of a null basis matrix can easily be generated. For finding these double members one can use the adjacency matrix or the node-member incident matrix of the interface graph.

3.4 Type II self stress system
There are other types of self stress systems in the FEM which are topologically identical to the minimal self stress systems of corresponding planar trusses. The underlying subgraphs of these systems are known as type II \( \gamma \)-cycles, corresponding to the regional cycles of the natural associate graph bounding a single node of the FEM. In other words, if each multiple member from the interface graph is substituted by a member or generators of the Type I self stress systems are removed from \( I_S \), and then the remaining subgraph is a graph, denoted by \( S \).

![Figure 4](image)

Figure 4. (a) A finite element model with 6 elements; (b) The corresponding associate graph

In general the self stress systems built on \( S \) are called Type II self stress systems. In fact these systems are \( \gamma \)-cycles which correspond to minimal cycles of associate graph of finite element model (see Refs. [26 or 27] for definition). A finite element model with 6 elements is shown in Figure 4(a), and its associate graph is depicted in Figure 4(b).

3.5 Type III self stress system
Each regional cycle bounding a cut-out in the FEM corresponds to a regional cycle of the natural associate graph with 3 degrees of statical indeterminacy, correspond to 3 self stress systems.

For a FEM with \( n_c \) cut-outs, apart from the self stress systems corresponding to double members of the interface graph, \( b_1 \) (natural associate graph) – \( n_c + 3n_c \) additional self stress systems should be generated. This is obvious since for each \( \gamma \)-cycle of \( S \) corresponding to
non-cut out cycle of natural associate graph one self stress system, and for each general subgraph corresponding to a cut out cycle of natural associate graph, three independent self stress systems can be generated. Such a general subgraph consists of three independent $\gamma$-cycles. In the above relations, $b_1$ (natural associate graph) is the first Betti number of the natural associate graph of the FEM.

4. SELECTION OF OPTIMAL $\gamma$-CYCLES CORRESPONDING TO TYPE II SELF STRESS SYSTEMS

Thus far, it is found out that each $\gamma$-cycle corresponds to a cycle of the associate graph. Also each cycle with $n$ nodes from $A(S)$ such as $c$ passes through $n$ elements. The subgraph $s^e_1 (s^e_1 \subset S_1)$ which is relevant to these $n$ elements and cycle $c$, is a base for the selection of an optimal $\gamma$-cycle. Such a subgraph may contain simple and multiple members, where each multiple member with $k$ members corresponds to the overlap of $k$ elements, and each simple member corresponds to the edge of a boundary element. By imposing a special condition on such subgraphs $s^e_1$, the lists corresponding to optimal $\gamma$-cycles can be obtained.

A finite element model with six elements and its associate graph are shown in Figure 5(a). The corresponding $s^e_1$ which contains multiple and simple members is illustrated in Figure 5(b), and the corresponding $\gamma$-cycle is depicted in Figure 5(c).

Figure 5. (a) A finite element model with its associate graph; (b) The corresponding $s^e_1$; (c) The corresponding $\gamma$-cycle.

In general, from each $s^e_1$ many $\gamma$-cycles (self stress systems) can be extracted, since each simple member of a multiple member can be present in the final graph, while the presence of a simple member in the final graph is obvious.

Thus for obtaining an optimal self stress system, on each $s^e_1$, two basic selections should be performed which are as follows:

1. Selection of the generator or the last member of a self stress system, which is required for independency of null vectors.
2. Selection of a list of members from the subgraph $s^e_1$ with maximum possible number for the first member. This selection reduces the bandwidth of the null basis.
The mathematical representation of this selection can be expressed as

\[
\text{Minimize } (j - i)
\]  

(9)

Where \( j \) is the generator’s member number and \( i \) is the least member number of current \( \gamma \)-cycle. In the following a simple and fast method is presented for these selections.

4.1 Selection of optimal lists

First for each subgraph \( s_i^* \) we have to delete all the nodes with degree 2 and the members connected to such nodes (Figure 5(c)) since the numeric values of these members in the corresponding null vector are zero, and therefore they play no role in the formation of a \( \gamma \)-cycle. It should be mentioned that if these members are not omitted then the process of finding a generator will be disturbed. Since each double member corresponds a self stress system which has already been selected, then for independency of a new null vector, each member of a double member which has greater member number cannot be selected as the last member. Then between the lower numbers of double members, the maximum number should be chosen as the last member of the current \( \gamma \)-cycle.

For finding a typical optimal list of members of a \( \gamma \)-cycle two row matrices \( T_i \) and \( T_2 \) are considered as follows:

\[
T_i = \{d_i^1, d_i^1, K, s_i, s_j, K, d_i^1, s_j, K, d_i^1 \}
\]

\[
T_2 = \{d_i^1, d_i^1, K, d_i^1, K, d_i^1 \}
\]

In the above matrices, \( d_i^1, d_i^1 (i = 1, K, k) \) are lower and higher member numbers of the double members, in which \( d_i^1 < d_i^1 (i = 1, K, k) \) and \( s_j (j = 1, K, t) \) are simple members of the selected subgraph. The entries of row matrix, \( T_2 \), \( (d_i^1) \) show the last members of previous self stress systems. Obviously, the maximum number of the entries of matrix, \( T_i, \{d_i^1, s_j\} (i = 1, K, k; j = 1, K, t) \), must be selected as the last member \( (d_i^1) \) of this self stress system.

In order to increase the first member number and minimizing the difference between the first member number and the generator of the current self stress system, the following condition can be used.

\[
\text{if } ((d_i^1 > d_i^1) \text{ and } (d_i^1 < d_i^1)) \text{ then } d_i^1 = d_i^1 (i = 1, ..., k)
\]

(10)

After using the above condition, the desired optimal list will be obtained as \( \{d_i^1, s_j\} (i = 1, K, k; j = 1, K, t) \).

After finding optimal lists corresponding to type II \( \gamma \)-cycles, using relevant equilibrium submatrix, numerical values for each null vector are calculated.
The list corresponding to the remaining subgraph will have DSI equal to 3. Three null vectors corresponding to such cycles will be obtained directly from the equilibrium submatrix which leads to suboptimal basis.

For type III $\gamma$-cycles, finding an optimal list is a time consuming process and considering the fact that the number of cut outs is low in the real structures, the use of this process is not economical for improvement of the final null basis. Thus for each cycle of this type, graph $s_i^\gamma$ is decomposed and all members corresponding to type I and Type II self stress systems and all the nodes of degree 2 are removed [22].

5. ALGORITHM

Step 1: Generate the associate graph of finite element model and use an efficient method for its node numbering, Kaveh [27]. It is obvious that a good numbering of this graph corresponds to a good numbering of the elements of a finite element model. This numbering leads to a banded adjacency matrix of the graph and correspondingly to a banded flexibility matrix. Since numbering the members of the interface graphs correspond to the element numbering of the finite elements, therefore such a numbering is the only parameter for controlling the bandwidth of the flexibility matrix.

Step 2: Setup the equilibrium matrix of the finite elements model.

Step 3: Generate the interface graph and perform its numbering. The numbering of this graph should be performed according to the element numbering of the considered finite elements model. After this numbering, the interface graph can easily be formed and its members can be numbered.

Step 4: Find the Type I self stress systems. All multiple members of interface graph are identified and the values $-1$ and $1$ are assigned to appropriate rows (corresponding to the member numbers) and the corresponding null vectors are created.

Step 5: Find the Type II self stress systems. Using the Type I and Type II minimal cycles of the associate graph, the subgraphs $s_i^\gamma$ relevant subgraphs are identified and their corresponding optimal lists are found.

Step 6: Calculate numerical values of the optimal lists. Using optimal lists selected in Step 5, null vectors corresponding to the Type I and Type II cycles are calculated from the relevant equilibrium submatrix. For each generator, unit load is applied at a cut in the generator and the internal forces are calculated to form a null vector.

Step 7: Order the null vectors. At this step the constructed null vectors should be ordered such that their generators form a list with an ascending order.

In the following the efficiency of this algorithm is demonstrated using numerical
examples and a comparison is made through the results of the present algorithm and the LU factorization method. The comparisons are confined to those of sparsity, condition number and computational time of the formation of the flexibility matrices. It should be noted that all the algebraic methods use LU decomposition approach for the formation of the null basis or controlling the independence of the columns of the equilibrium matrix.

6. NUMERICAL EXAMPLES

In this section examples with different topological properties are studied. The models are assumed to be supported in a statically determinate fashion. The effect of the presence of additional supports can separately be included for each special case with no difficulty.

Example 1: A beam with one opening which is supported in a statically determinate fashion is depicted in Figure 6. This structure is also discretized using rectangular and triangular finite elements. The properties of the model are:

Number of rectangular elements = 16   \( E = 2 \times 10^8 \text{kN/m}^2 \quad \nu = 0.3 \)
Number of Triangular elements = 16   \( t = 0.02 \text{m} \quad n_c = 1 \)
Number of type I self stress systems = 44 (76 %)   \( \text{Number of nodes} = 36 \)
Number of type II self stress systems = 12   \( \text{DSI}_T = 59 = (44 + 12 + 3) \)

![Figure 7. A beam and the discretization of the selected part](image)

Pattern of the null basis matrices and the corresponding flexibility matrices for the present algorithm are illustrated in Figure 9 and Figure 10, respectively.
Figure 8. Pattern of the equilibrium matrix

Figure 9. Pattern of the null bases matrix using the present method

Figure 10. Pattern of the flexibility matrix utilizing the present method
Table 1: Comparison of the displacement method and the present force method

<table>
<thead>
<tr>
<th>Element</th>
<th>Displacement method</th>
<th>The present force method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_{xx}$</td>
<td>$\sigma_{yy}$</td>
</tr>
<tr>
<td></td>
<td>kN/m$^2$x10$^4$</td>
<td>kN/m$^2$x10$^4$</td>
</tr>
<tr>
<td>1</td>
<td>0.2447</td>
<td>0.0664</td>
</tr>
<tr>
<td>5</td>
<td>-2.2291</td>
<td>0.0126</td>
</tr>
<tr>
<td>8</td>
<td>0.0187</td>
<td>-0.0227</td>
</tr>
<tr>
<td>10</td>
<td>0.0021</td>
<td>-0.0104</td>
</tr>
<tr>
<td>12</td>
<td>-0.1141</td>
<td>-0.0008</td>
</tr>
<tr>
<td>16</td>
<td>0.0432</td>
<td>0.0175</td>
</tr>
<tr>
<td>18</td>
<td>-0.0905</td>
<td>-0.0112</td>
</tr>
<tr>
<td>22</td>
<td>0.0151</td>
<td>0.0114</td>
</tr>
<tr>
<td>24</td>
<td>-0.0313</td>
<td>-0.0009</td>
</tr>
<tr>
<td>26</td>
<td>-0.0493</td>
<td>-0.0043</td>
</tr>
<tr>
<td>28</td>
<td>0.0349</td>
<td>-0.9580</td>
</tr>
<tr>
<td>32</td>
<td>0.0133</td>
<td>-0.0448</td>
</tr>
</tbody>
</table>

Example 2: A finite element model which is supported in a statically determinate fashion is depicted in Figure 11. This structure is also discretized using quadrilateral and triangular finite elements. The properties of the model are:

- Number of quadrilateral elements = 66
- Number of Triangular elements = 44
- Number of type I self stress systems = 172
- Number of type II self stress systems = 63
- $E = 2e+8$ kN/m²
- $v = 0.3$
- $t=0.1$m
- Number of nodes = 115
- $DSI_T = 235 = (172 + 63)$

![Figure 11. A finite element model with quadrilateral and triangular elements](https://www.SID.ir)
Pattern of the null basis matrix with 1100 entries for the present method is shown in Figure 12. Pattern of the flexibility matrix using the present algorithms is illustrated in Figure 13.

Example 3: A circular plate which is supported in a statically determinate fashion is depicted in Figure 14. The properties of the model are:

- Number of quadrilateral elements = 48
- Number of Triangular elements = 216
- Number of type I self stress systems = 408
- Number of type II self stress systems = 145
- \( E = 2 \times 10^8 \) kN/m\(^2\)
- \( \nu = 0.3 \)
- \( t = 0.05 \) m
- Number of nodes = 169
- \( DSI_T = 553 \)
Figure 14. A circular disk and the corresponding loading

Pattern of the null basis matrix with 2584 entries for the present method is shown in Figure 15. Pattern of the corresponding flexibility matrix is illustrated in Figure 16.

Figure 15. Pattern of the null bases matrix
Example 4: The Finite element model a dam which is supported in a statically determinate fashion is depicted in Figure 17. The properties of the model are:

- Number of Triangular elements = 386
- Number of rectangular elements = 265
- Number of type I self stress systems = 1067
- Number of type II self stress systems = 417
- Number of nodes = 501

- $E = 2e+8$ kN/m²
- $v = 0.3$
- $t = 1$ m
- $DSI_T = 1484$
Pattern of the null basis matrix with 7020 entries for the present method is shown in Figure 18. Pattern of the flexibility matrix using the present algorithms is illustrated in Figure 19. These matrices are highly sparse and banded.
7. CONCLUDING REMARKS

Many problems are solved by the present method and the comparison of the results with those of standards FE programs indicate the high accuracy of the method. The flexibility matrices based on the selected self-stress systems are highly sparse and narrowly banded, compared to other algebraic force methods. This is due to the use of regional cycles of the natural associate graphs and appropriate ordering of the selected self-stress systems.

The comparative study of the present algorithm and other existing approaches such as LU factorization, Turn-back method, and REDUC shows the superiority of the developed graph-theoretical method. In the present algorithm, due to a considerable reduction of the floating point operations, the results have higher accuracy than the other pure algebraic methods, since nearly 80% of the null vectors are selected with algebraic operations and the remaining operations are performed on limited and definite vectors.

In the present method, numbering the nodes of a finite element model is less important and only a suitable ordering of the members of the natural associate graph is required for reducing the bandwidth of the flexibility matrices.
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APPENDIX: BASIC DEFINITIONS FROM THEORY OF GRAPHS

A graph S consists of a set N(S) of elements called nodes (vertices or points) and a set M(S) of elements called members (edges or arcs) together with a relation of incidence which associated with each member a pair of nodes, called its ends. The connectivity properties of a skeletal structure can simply be transformed into that of a graph S; the joints and the members of the structure correspond to the nodes and the edges of S, respectively.

Two or more members joining the same pair of nodes are known as multiple members, and a member joining a node to itself is called a loop. A graph with no loops and multiple members is called a simple graph. If N(S) and M(S) are countable sets, then the corresponding graph S is finite. A graph is called planar if it can be drawn on a plane and its members intersect each other only at the nodes.

A graph S is a subgraph of S if N(S,) ⊆ N(S), M(S,) ⊆ M(S) and each member of S, has
the same end nodes as in $S$.

A walk of $S$ is a finite sequence $P_i = \{n_{i_0}, m_{i_1}, n_{i_1}, K, m_{i_p}, n_{i_p}\}$ whose terms are alternately nodes $n_i$ and members $m_i$ of $S$ for $1 \leq i \leq p$, and $n_{i_0}$ and $n_{i_p}$ are the two ends of $m_i$. A walk with distinct nodes and members is called a path. The length of a path $P_i$ denoted by $L(P_i)$ is taken as the number of its members. $P_i$ is called the shortest path between the two end nodes $n_{i_0}$ and $n_{i_p}$, if for any other path $P_j$ between these nodes $L(P_j) \leq L(P_i)$. The distance between two nodes $n_i$ and $n_j$ in a graph $S$ is taken as the length of the shortest path between them provided that the members of the path are contained in $S$ and is denoted by $d_S(n_i, n_j)$ or $d_S(n_j, n_i)$.

Two nodes $n_i$ and $n_j$ are said to be connected in $S$ if there exists a path between these nodes. A cycle is a path $(n_{i_0}, m_{i_1}, n_{i_1}, K, m_{i_p}, n_{i_p})$ for which $n_{i_0} = n_{i_p}$ and $p = 3$; i.e. a cycle is a closed path. A tree $T$ of $S$ is a connected subgraph which contains no cycle. If a tree contains all the nodes of $S$ it is called a spanning tree of $S$. A shortest route tree (SRT) rooted at a specified node $n_o$ of $S$ is a spanning tree for which the distance between every node of $T$ and $n_o$ is minimum.