A NEW ALGORITHM FOR VOICE ACTIVITY DETECTION BASED ON WAVELET PACKETS
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Abstract

Speech constitutes much of the communicated information; most other perceived audio signals do not carry nearly as much information. Indeed, much of the non-speech signals maybe classified as ‘noise’ in human communication. The process of separating conversational speech and noise is termed voice activity detection (VAD). This paper describes a new approach to VAD which is based on the Wavelet Packet Transform (WPT). Our algorithm utilizes the differences between spectral distribution of human speech (voice) and general noise. First, the algorithm performs wavelet transform on the signal resulting in its decomposition into subbands using coefficients of WPT, and then it detects the voice within the signal by comparing the subband energy of components between detail and approximation coefficients. Computer simulation results are given to illustrate the effectiveness of our new VAD algorithms.
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1. INTRODUCTION

Voice activity detection (VAD) which refers to the ability of distinguishing speech from noise is an integral part of a variety of speech communication systems. Speech coding, speech recognition, hands-free telephony, and echo cancellation are some examples of these systems. In the GSM-based communication system, a VAD scheme is used to reduce batty power consumption through discontinuous transmission when speech-pause is detected [1]. Moreover, a variable bit rate VAD algorithm maybe used in speech encoding systems to control the average bit rate and the overall quality of speech encoding [2]. Previously, Sohn, et al [3] presented a VAD algorithm with a novel noise spectrum adaptation by applying soft decision techniques. The decision rule is drawn from the generalized likelihood ratio test by assuming that the noise statistics are known a priori. Cho, et al [4] later presented an improved version of the said algorithm. Specifically, Cho presented a smoothed likelihood ratio test to reduce the detection errors. Beritelli, et al [5] developed a fuzzy VAD using a pattern matching block consisting of a set of six fuzzy rules.
Additionally, Nemer, et al [6] designed a robust algorithm based on higher order statistics (HOS) in the residual domain of the linear prediction coding coefficients (LPC) and the International Telecommunication Union-Telecommunications Sector (ITU-T) designed G. 729B VAD [7], which consists of a set of metrics, including line spectral frequencies (LSF), low band energy, zero-crossing rate (ZCR), and full-band energy. A common parameter of all above mentioned approaches is based on averaging over windows of fixed length or is derived through analysis based on a uniform time-frequency resolution. For example, it is well known that speech signals contain many transient components and exhibit non-stationary properties. The classical Fourier Transform (FT) works well for wide sense stationary signals but fails in the case of non-stationary signals since it applies only a uniform-resolution analysis. Conversely, if the multi-resolution analysis (MRA) property of DWT [8,15,16] is employed, the classification of speech into voiced, unvoiced or transient components can be accomplished. Here we describe a new approach to VAD which is based on the Wavelet Packet Transform (WPT). The algorithm performs wavelet transform to the signal and decomposes it into sub bands using coefficients feature of WPT, then it detects the voice in the signal by comparing the sub band energy of components between detail and approximation coefficients.

This paper is organized as follows. Section 2 describes WPT. The proposed algorithm based on WPT is discussed in Section 3. Section 4 evaluates the performance of the proposed algorithm. Section 5 presents conclusions.

2. DISCRETE WAVELET TRANSFORM

Wavelet transform (WT) is based on time-frequency signal analysis. It adopts a windowing technique with variable-sized regions. It allows the use of long time intervals when more precise low-frequency information is desired and shorter regions where the high-frequency information is important. It is well known that speech signals contain many transient components and exhibit non-stationary properties. [1,2,5]. When we make use of the MRA property of the WT, high levels of time-resolution in the high frequency range is needed to detect signals’ rapid changing transient components. Conversely, a better frequency resolution is needed in the low frequency range to track slowly varying formants more precisely. Through MRA analysis, the classification of speech into voiced, unvoiced or transient components can be accomplished. An efficient way to implement this DWT using filter banks was developed in 1988 by Mallat [9]. In Mallat’s algorithm, the j-level approximations Aj and details Dj of the input signal are determined by using quadrature mirror filters (QMF). Figure 1 shows that the decomposed sub band signals A and D are the approximation and detailed parts of the input speech signal obtained by using a high-pass filter and a low-pass filter, implemented with the Daubechies family wavelet, where the symbol ↓2 denotes a down sampling operator of 2. In fact, a voiced or vowel speech sound has more energy than an unvoiced sound in a noise signal. Thus, the energy of a sub band signal can be exploited to accurately extract speech activity as described next.

The energy of the speech signals is concentrated in low frequency bands for the most part. Therefore, we may allow high resolutions for the low frequency bands to enhance the energy property by decomposing only low bands in each level. Figure 2 presents the structure of three -level wavelet decomposition. Through DWT, we can divide the speech signal into four non-uniform sub bands. The wavelet decomposition structure is then used to obtain the most energy in each sub band domain [10,11,15,17].

2.1. Wavelet Packet Analysis

The wavelet packet method is a generalization of wavelet decomposition that offers a richer range of possibilities for signal analysis. In wavelet analysis, a signal is split into an approximation and a detail. The approximation is then itself split into a second-level approximation and detail, and the process is repeated. For n-level decomposition, there are n+1 possible ways to decompose or encode the signal, Figure 3.

Details as well as approximations can both be split. This yields many different ways to encode the signal. Figure 4 shows a sample wavelet packet decomposition tree [12,13].
For instance, wavelet packet analysis allows the signal $S$ to be represented as $A1 + AAD3 + DAD3 + DD2$. This is an example of a representation that is not possible with ordinary wavelet analysis.

### 3. THE PROPOSED ALGORITHM BASED ON WPT

Assume that $s(n)$ is a clear speech and $w(n)$ is the additive noise. The speech with noise can be written as

$$y(n) = s(n) + w(n)$$  \hspace{1cm} (1)

Taking discrete wavelet packet transform on both sides of Equation 1, we have:

$$A_y(n) = A_s(n) + A_w(n)$$  \hspace{1cm} (2)

$$D_y(n) = D_s(n) + D_w(n)$$  \hspace{1cm} (3)

Where $A_y(n)$, $A_s(n)$ and $A_w(n)$ denote approximation components of noisy speech, clear speech and noise respectively. $D_y(n)$, $D_s(n)$ and $D_w(n)$ are the detail components of noisy speech, clear speech and noise.

Approximations are the high-scale, low-frequency components of a signal while details represent the low-scale, high-frequency components. For many signals, the low-frequency contents are the most important part. The high-frequency content, on the other hand, imparts flavor or nuance. As an example we may consider the human voice; the quality of voice changes markedly if the high-frequency components are removed. Nevertheless, the speech remains intelligible. However, removing enough of the low-frequency components turns the speech into gibberish. As a result WT of speech results in small detail coefficients (D) mainly consisting of high-frequency noise, while the approximation coefficients (A) contain much less noise than the original signal [14].

In general, the energy distribution of speech and noise are not the same. In fact, approximation components of voiced or vowel segments have more energy than detail components. Conversely, in a noisy frame, the energy distribution of detail components is more than approximation components.
But, in an unvoice frame, the energy distribution of approximation and detail components are the same. So we can introduce the suivants equations.

\[
\frac{1}{M} \sum_{n=1}^{M} \left( A_y(j(n)) \right)^2_{i} 
\]

(4)

\[
\frac{1}{M} \sum_{n=1}^{M} \left( D_y(j(n)) \right)^2_{i} < < \frac{1}{M} \sum_{n=1}^{M} \left( D_y(j(n)) \right)^2_{i}
\]

(5)

\[
\frac{1}{M} \sum_{n=1}^{M} \left( A_y(j(n)) \right)^2_{i} \approx \frac{1}{M} \sum_{n=1}^{M} \left( D_y(j(n)) \right)^2_{i}
\]

(6)

Where \( M \) denotes the frame length of speech, \( j \) denotes the level of wavelet transform, and \( i \) denote the frame index.

As presented in Figure 5, after the incoming raw speech signal \( X(t) \) from a microphone or other source was divided into many time frames, the DWT was firstly applied to separate the sub bands \( Y(n) \), in the current frame. The parameter ‘\( j \)’ represents the index of the sub-bands. At later stage, accounted of the mean energy of approximation and detail component values in current frame and at final after the thresholding stage take VAD output.

3.1. Thresholding

In order to accurately determine the boundary of voice activity, VAD decision is usually made through thresholding. This threshold is adopted to determine whether or not the speech signal is active. VAD decision process determines the threshold by using the mean energy of approximation and detail component values. We compute the thresholds for speech and noise signals as follows.

\[
m_A = \text{mean} \left( \frac{1}{M} \sum_{n=1}^{M} \left( A_y(j(n)) \right)^2_{i} \right)
\]

(7)

\[
m_D = \text{mean} \left( \frac{1}{M} \sum_{n=1}^{M} \left( D_y(j(n)) \right)^2_{i} \right)
\]

(8)

as described above.

The VAD decision rule is defined as follows:

If

\[
\sum_{n=1}^{M} \left( A_y(j(n)) \right)^2_{i} - \sum_{n=1}^{M} \left( D_y(j(n)) \right)^2_{i} > (m_A + m_D)
\]

\( \Rightarrow \) VAD\_out = voice

Else if

\[
\sum_{n=1}^{M} \left( A_y(j(n)) \right)^2_{i} - \sum_{n=1}^{M} \left( D_y(j(n)) \right)^2_{i} < -(0.0001 \times m_D)
\]

\( \Rightarrow \) VAD\_out = unvoice

Else

\[
\sum_{n=1}^{M} \left( A_y(j(n)) \right)^2_{i} - \sum_{n=1}^{M} \left( D_y(j(n)) \right)^2_{i} < -(0.0001 \times m_D)
\]

\( \Rightarrow \) VAD\_out = noise

Unvoiced frames occur before or after voiced or vowel segments, so in detecting unvoiced segments above we consider this matter.

Figure 6 displays the VAD decision, based on threshold strategy. It is clearly seen that the boundary of voice activity has been extracted accurately.

4. SIMULATION RESULTS

The proposed wavelet-based VAD algorithm operates on a frame-by-frame basis (frame size = 20 ms, \( j = 4 \)). For convenience, three order Ddbecies wavelet is adapted. All tested clear speech signals are selected from the “TIMIT” database. The speech and noise signals are separated and mixed in a simulation system to
control signal-to-noise ratio (SNR). We fluctuated the level of background noise and set the SNR value to 0 dB.

Figure 7 presents clear speech and speech mixed with white noise signals. The speech and noise signals are mixed with an SNR of 0 dB. Figure 8 plots the frequency responses of the clear signal. There, the unvoiced sounds occur before and after the voiced sounds. A comparison of Figure 9 with Figure 7b illustrates that the unvoiced parts are unclear. Figure 10 displays the thresholding strategy for extracting the boundary of voice. The horizontal line in Figure 9 plots the threshold for VAD. Figure 10 shows the VAD result of the proposed algorithm, if the VADout = 2 the output is voiced, VADout = 1 the output is unvoiced, otherwise the output is noise. Figures 11-14 display the results of a different test pattern. Figure 11a presents the raw signal which is the same as Figure 7a. The noise signal in Figure 11b is mixed with the raw signal. As for the first test pattern, the unvoiced parts in Figure 11b which corresponds to the mixed signal are not apparent. Figure 14 shows the VAD result of the proposed algorithm. If the VADout = 2 output is voiced, VADout = 1 the output is unvoiced, otherwise the output is noise.

All tests were performed on PCs with Intel Pentium(R) 2.8GHz using MATLAB (Mathworks, MA). The architecture of the testing program was written as a real-time structure.

Table 1 compares the performance of the proposed wavelet-based VAD, the wavelet-based VAD proposed by Chen, et al [15], and the ITU standard G.729B [7] under three specific SNR values: 30, 10, and-5dB. From this table, it can be seen that in term of the average correct speech detection probability, the proposed wavelet-based VAD is superior to Chen’s VAD algorithm and G.729B VAD.

The test platform was an Intel Pentium(R) 2.8G with Matlab. The architecture of the testing program was written as a real-time structure.

5. CONCLUSION

Original means proposed method, is comparing energy of the detail and approximate component. In the more before methods, because the unvoiced

Figure 6. Thresholding strategy for extracting the boundary of voice activity detection.

Figure 7. The raw signal of speech and the mixing noise (a) The clear speech and (b) Noisy speech.
Figure 8. Frequency response of clear speech.

Figure 9. The threshold for VAD.

Figure 10. The VAD result of the proposed algorithm.

Figure 11. The raw signal of speech and the mixing noise (a) The clear speech and (b) The noisy speech.

Figure 12. Frequency response of clear speech.
is similar the noise, the unvoiced part distinguish noisy part or the noisy part recognize unvoiced part, but this method don’t happened because more accuracy thresholding separate the noisy and unvoiced part.

Therefore, the VAD information can use in the other speech processing systems. This method is useful. Because it has few account, simple algorithm in little time, we can take the most careful that it use of in usages. Furthermore, the computer simulation results show that our proposed wavelet-based VAD algorithm is effective in the situation with low SNR. Due to the low calculation cost of the algorithm, it is suitable for real-time processing.
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