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Abstract This paper presents an improvement of the Visual Pattern image coding (VPIC) scheme presented by Chen and Bovik in [2] and [3]. The patterns in this improved scheme are defined by morphological operations and classified by absolute error minimization. The improved scheme identifies more uniform blocks and reduces the noise effect. Therefore, it improves the compression ratio and image quality is still preserved. To achieve a better compression ratio, a hierarchical approach based on the merging of uniform blocks is also described. Experimental results show that the improved scheme provides higher compression ratios compared to ordinary VPIC.
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1. INTRODUCTION

In the framework of very low bit-rate image coding techniques, there is an increasing interest in second generation image compression techniques [1]. Such techniques eliminate redundant information by making use of the properties of the human visual system. Chen and Bovik [2-5] have recently proposed a second generation image compression scheme, called Visual Pattern Image Coding (VPIC), which achieves high compression at low computational expense. In VPIC, an image is first decomposed into blocks of size 4×4. Each block is then described by its mean intensity and by one of the 8 predetermined visual patterns shown in Figure 3-b and their negative. The local variation in each block is measured using a discrete approximation of the intensity gradient.
coding process takes into account the intensity gradient magnitude, $|\nabla_b| = \sqrt{\Delta x^2 + \Delta y^2}$, and the orientation gradient, $\angle \nabla_b = \tan^{-1}\left(\frac{\Delta y}{\Delta x}\right)$, where $\Delta x$ and $\Delta y$ represent respectively the mean difference between the right hand half-block and the left hand half-block and mean difference between the top half-block and the bottom half-block. Then it classifies each block as uniform or non-uniform according to the gradient magnitude. If the intensity gradient magnitude is lower than a predetermined threshold, the block is considered as uniform, otherwise it is associated with a pattern according to the gradient orientation, quantized in $45^\circ$ increments, and to the number of pixels of an intensity greater than the mean intensity of the block. So, the pattern selection is not motivated by mathematical criteria such as minimization of local error norms. The visual patterns have zero mean intensity and unit gradient magnitude and are image independent. The mean intensity is quantized using 6+1 bits for the uniform blocks and 4+1 bits for the non-uniform blocks, where the additional bit indicates the block type. If the block is considered as non uniform, the index of its related pattern and its gradient magnitude are quantized using 3 and 3 bits respectively. Finally, the edge polarity is also coded by 1 bit. Therefore, 12 bits are needed to
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(Figure 1. Example of the drawback of VPIC.)

![Figure 2](image2.png)

(Figure 2. Comparative examples of ordinary VPIC and proposed scheme, (a) three successive blocks containing a vertical edge, (b,c) Two possible reconstructed blocks obtained by ordinary VPIC, (d) reconstructed blocks using the proposed scheme.)
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code a non uniform block. So the compression ratio depends on the number of uniform blocks.

Unlike most other image coding schemes, VPIC does not use any mathematical criteria such as minimization of error norms. So, the pattern defined by intensity gradient introduces two important drawbacks to this coding scheme which is due to the fact that the intensity gradient depends mainly on the intensity variation and not on the real geometric features of the block:

1. a pattern is related to a block for which the intensity gradient is greater than a threshold without considering its geometric features, so it is sensitive to noise. For example, in the uniform block shown in Figure 1 one pixel is corrupted by noise. This noisy pixel will introduce errors to each pixel in the block.

2. if for a block the intensity gradient is zero, it will be considered as a uniform block. So, all symmetric blocks will be detected as uniform regardless to their geometric features. Examples of such blocks are illustrated in Figure 2-a.

Recently, there has been a great interest in morphological filters in coding applications [6-9]. Morphological filters [10] exploit geometric structures in images and, therefore, are efficient in cases where compression of geometric visual information is required. In this paper, we will improve the visual pattern image coding scheme by using morphological operations. We will describe the improved scheme in the next section and present the coding results in section 3.

2. IMPROVED VISUAL PATTERN CODING

A. Coding Process In the improved VPIC, the image to be coded is first pre-processed by using directional closing [12] by the four structuring elements of size 5 shown in Figure 4. This operation removes the isolated pixels of low
intensity without degrading visual quality. The pre-processed image $I = \{i,j\}$ is then divided into non-overlapping blocks of size $4 \times 4$ of the form $b_{i,j} = \{m,n:\ 4i \leq n \leq 4i+3, 4j \leq m \leq 4j+3\}$. Each block is designated by its minimal intensity $m_{i,j}$ and its residual block $r_{i,j}$:

$$m_{i,j} = \min_{m,n}(b_{i,j}(m,n))$$

$$r_{i,j}(k,l) = b_{i,j}(k,l) - m_{i,j}, \ (k,l) \in \text{supp}(b_{i,j})$$

Hence, the residual $r_{i,j}$ is always positive.

In our approach, the pattern set is replaced by a set of $N$ binary structuring elements of a size smaller than or equal to $4 \times 4$, all centred at $(0,0)$, e.g. the structuring elements set of Figure 3-a. Note that here, contrary to the ordinary VPIC, one can define the symmetric structuring elements as well. Each block is related to the structuring element which minimizes the absolute error. It should be noted that among the criteria of the form of a P-norm minimizing $L^p(E), 0 \leq P \leq \infty$, the minimum absolute error criterion ($P=1$) best matches the properties of the human visual system [11]. Once the residual block $r_{i,j}$ has been computed, the value of its erosion by each structuring element at $(0,0)$, $e_{i,j}^k$ is calculated:

$$e_{i,j}^k = (r_{i,j}(m,n)\bigtriangleup B^k(m,n))|_{(m,n)=(0,0)} \quad k = 1,2,\ldots,N$$

where $\bigtriangleup$ represents morphological erosion. The structuring element providing the minimal absolute error (MAE) is then considered as the structuring element adapted to block $b_{i,j}$, where:

$$\text{MAE}_{i,j} = \min_k \left( \sum_{m,n=0}^{3} |r_{i,j}(m,n) - e_{i,j}^k \times S_{i,j}^k(m,n)| \right)$$

where $S_{i,j}^k = \begin{cases} 1 & \text{if } B^k = 0 \\ 0 & \text{else} \end{cases}$

The following proposition provides a faster method for determining the structuring element related to $b_{i,j}$.

**Proposition 1**

$$\min_k \left( \sum_{m,n=0}^{3} |r_{i,j}(m,n) - e_{i,j}^k \times S_{i,j}^k(m,n)| \right)$$

is equivalent to $$\max_k \left( e_{i,j}^k \times \text{Cardinal}(S_{i,j}^k) \right)$$

**Proof**

From

$$e_{i,j}^k = (r_{i,j}(m,n)\bigtriangleup B^k(m,n))|_{(m,n)=(0,0)} = \min_k (r_{i,j}(m,n))$$

for the points $(m,n)$ such that $(m,n) \in \text{Supp}(B^k), r_{i,j}(m,n) - e_{i,j}^k \times S_{i,j}^k(m,n) \geq 0$. Hence

$$\min_k \left( \sum_{m,n=0}^{3} |r_{i,j}(m,n) - e_{i,j}^k \times S_{i,j}^k(m,n)| \right)$$

$$= \min_k \left( \sum_{m,n=0}^{3} r_{i,j}(m,n) \right) - \left( \sum_{m,n=0}^{3} e_{i,j}^k \times S_{i,j}^k(m,n) \right)$$

On the other hand, $m_{i,j} = \min(b_{i,j}(m,n))$ and $m_{i,j} - r_{i,j}(k,l) = b_{i,j}(k,l) - m_{i,j}, (k,l) \in \text{supp}(b_{i,j})$, imply that $r_{i,j}(m,n)$ is non negative for the points $(m,n)$ such that $(m,n) \in \text{Supp}(B^k)$, therefore

$$\min_k \left( \sum_{m,n=0}^{3} r_{i,j}(m,n) \right) - \left( \sum_{m,n=0}^{3} e_{i,j}^k \times S_{i,j}^k(m,n) \right)$$

$$= \max_k \left( e_{i,j}^k \times \text{Cardinal}(S_{i,j}^k) \right)$$

In improved VPIC, the uniform blocks and the non uniform blocks are coded by a different number of bits. If the erosion $e_{i,j}^k$ of the block by the selected structuring element is smaller than a threshold $e_{\min}$, which can be chosen for example according to Weber law [13], the block $b_{i,j}$ is...
If \( b_{i,j} \) is a uniform block, its mean intensity \( \bar{m}_{i,j} \) is quantized and transmitted through the communication channel using \( n_u = n_{mu} + 1 = 7 \) bits, where the additional bit (flag bit) indicates the block type.

For a non-uniform block, its mean intensity \( \bar{m}_{i,j} \) is quantized using \( n_{me} = 4 \) bits (\( n_{me} \leq n_{mu} \)). The index of the selected structuring element is coded by \( n_s = \log_2(N) \) bits and finally \( r_{i,j} \) over the support of the selected structuring element \( r_{i,j} \) is quantized using \( n_{er} = 3 \) bits, thus to transmit a non-uniform block, \( n_u = n_{er} + n_{me} + n_s + 1 \) bits are required, whereas, to code a uniform block \( n_u = n_{mu} + 1 = 7 \) bits are needed (\( n_u \leq n_c \)). The compression ratio \( CR \) obtained depends on the image to be coded. For images coded with 8 bits (intensity between 0 and 255), \( CR \) is limited to: \[
\frac{16 \times 8}{n_u} \leq CR \leq \frac{16 \times 8}{n_c}
\]

To see how our structuring element selecting method differs from pattern selecting of ordinary VPIC, let us consider the two following examples. The first example shows how the proposed algorithm overcomes the drawback of ordinary VPIC illustrated in Figure 1-b. Note that \( c_{i,j}^k \) takes a zero value for structuring elements of the reference set in Figure 3-a. Thus, the block to be coded is considered as uniform block and the reconstructed block will be that of Figure 1-c. This illustrates the two advantages of our algorithm compared to ordinary VPIC: 1. the reduction of noise effect, and 2. the greater number of identified uniform blocks over given image to be coded.

Another comparative example is demonstrated in Figure 2. Figure 2-a shows three successive blocks, of an image containing a vertical edge. The two outer blocks, called \( b_0 \) and \( b_2 \), are uniform and will be identified as uniform by either ordinary or proposed schemes. The block named \( b_1 \) has a gradient magnitude of 40, a gradient orientation of \( 0^\circ \) (\( |\nabla| = 40, \angle I = 0^\circ \)), and a mean value of 60. Also, there are 8 pixels within \( b_1 \) with a grey level greater than the mean intensity, 60. Thus, either \( P_i \) or \( P_0 \) (negative of \( P_0 \)) could be considered as convenient VPIC patterns (see Figure 3-b). Two possible reconstructed blocks are illustrated in Figure 2-b and c. Obviously, the edge is displaced by one pixel and a discontinuity between two neighbouring blocks is produced. Now, let us see what happens with the proposed algorithm. \( c_{i,j}^k \) is maximum for \( k = 10 \), thus, \( S_{10} \) will be selected. The reconstructed blocks are illustrated in Figure 2-d. Here, however the edge is still displaced by one pixel, but the continuity between the blocks is preserved.

**B. Hierarchical Structure**

The previous section shows that the compression ratios of the improved scheme cannot exceed 18.3. One way to increase compression ratios is to increase the block size. However, this will degrade the visual quality of the decoded image. The hierarchical structure presented in the following can increase the compression ratio without degrading image quality.

The hierarchical structure consists of merging the suitable uniform blocks, obtained by an improved VPIC scheme, into uniform blocks of size \( 8 \times 8 \). That is to say, if the four blocks of size \( 4 \times 4 \) \( b_{i,j}, b_{i+1,j}, b_{i,j+1}, b_{i+1,j+1}, \) for \( i,j = 0,...,N-2 \) are uniform, and if the difference between the mean intensity of each of them is smaller than a threshold \( T \) (here \( T \) has been chosen equal to 8), they will be merged into a uniform block of size \( 8 \times 8 \). In addition, a flag bit is used to indicate that a \( 8 \times 8 \) block \( b_{i,j} \) must be considered as a uniform block of size \( 8 \times 8 \) or as four blocks of size \( 4 \times 4 \).

If \( b_{i,j} \) is a uniform block, its mean intensity is coded using \( n_{u8} = 6 \) bits, otherwise, it is first divided into four \( 4 \times 4 \) sub-blocks \( b_{i,j}^k, k = 1,...,4 \), each sub-block is then coded as described in 2-A. Thus the overall bit rate, for coding an image of size \( M \times M \) by the hierarchical version is:
\[
\left( \frac{M^2}{64} + N_{u8} + N_{e8} \times n_{u8} + N_{e4} \times n_{e4} \right) \text{bits/pixel}
\]
where \( N_{ui} \) and \( n_{ui} \) are respectively the number of uniform blocks of size \( i \times i \) and their relative
number of allocated bits. \( N_{e_4} \) and \( n_{e_4} \) represent the number of edge blocks and their relative number of allocated bits respectively, and, \( M^2/64 \) is the number of flag bits.

C. Coding Complexity Analysis

The process of determining the structuring element adapted for the block \( b_{n,j} \) consists of the following steps:

**Step 1**  
Group the structuring elements according to their support cardinal, so each group contains the structuring elements with the same support cardinal.

**Step 2**  
Calculate \( e_{i,j}^k, k = 1, \ldots, N \), where \( N \) is the number of structuring elements.

**Step 3**  
Compare \( e_{i,j}^k \) related to each structuring element in every group, and choosing the largest in each group.

**Step 4**  
The results of step 3 are then multiplied by their relative cardinals, and the index of the structuring element providing the best result (or minimal absolute error) is calculated.

Hence, the necessary operations for coding a \( 4 \times 4 \) block by improved VPIC, using the structuring elements set of Figure 3-a, are those shown in Table 1. The additional complexity of the hierarchical version comparing to the improved VPIC comes only from the block merging process which necessitates five comparisons for each \( 8 \times 8 \) block. Thus, the overall complexity of hierarchical version is 1.94 addition operations, 7.12 comparisons and 0.31 multiplications per pixel (as opposed to 2.25 additions, 0.53 comparisons and 0.19 multiplications for an ordinary VPIC).

### 3. EXPERIMENTAL RESULTS AND COMPARISONS

Several experiments are made, and, the results obtained from the image, Kid, is presented below. The image has \( 512 \times 512 \) pixels and 256 gray levels. The four previously described algorithms (VPIC, HVPIC, improved VPIC and improved hierarchical version) are applied to this image. The structuring elements set in Figure 3-a and the pattern set in Figure 3-c are used for improved VPIC and VPIC respectively. As a pre-processing step, a directional closing by the four linear structuring elements of Figure 4, is applied to the images to be coded by both improved VPIC and hierarchical structure. In VPIC, the gradient magnitude thresholds are \( |\nabla I_{\text{max}}| = 90 \) and \( |\nabla I_{\text{min}}| = 13 \). For both improved VPIC and the hierarchical version, \( e_{\text{min}} \) is chosen as 18.

The coded images by VPIC and improved version are illustrated in Figure 5. The images obtained by HVPIC version is similar to those of ordinary VPIC, so it is not presented here. The improved VPIC provides a greater number of uniform blocks than an ordinary VPIC, and a compression rate increment of 6.5% for Kid was

<table>
<thead>
<tr>
<th></th>
<th>addition</th>
<th>comparison</th>
<th>multiplication</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{i,j} )</td>
<td>16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( m_{i,j} )</td>
<td></td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>( e_{i,j}^k ) ( k = 1, \ldots, 16 )</td>
<td></td>
<td>84</td>
<td></td>
</tr>
<tr>
<td>Structuring element index</td>
<td></td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>( \bar{m}_{i,j} ) (uniform blocks only)</td>
<td>15</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>( \bar{n}_{i,j} ) (non uniform blocks only)</td>
<td></td>
<td>8 (in mean)</td>
<td></td>
</tr>
<tr>
<td>Total (in the worst case)</td>
<td>31</td>
<td>114</td>
<td>5</td>
</tr>
<tr>
<td>Operation/pixel</td>
<td>1.94</td>
<td>7.12</td>
<td>0.31</td>
</tr>
</tbody>
</table>
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The improved hierarchical scheme merged 53% of the uniform blocks. So, the improved hierarchical scheme achieves a compression ratio of 22.29 for Kid, which corresponds to an increment of 38% compared to ordinary VPIC and 10% compared to ordinary HVPIC. Table 2 compares the compression ratios obtained by each of the four algorithms.

4. CONCLUSIONS

In this paper, we have proposed the use of morphological erosion, instead of the discrete gradient, to generate visual pattern image codes. We have replaced the pattern set by a set of binary structuring elements. The minimal absolute error has been used as a criterion for the structuring element selection. The main advantages of this improved VPIC compared to the ordinary VPIC are its fidelity and its higher compression rate. In addition, we have proposed a hierarchical version that provides a higher compression rate for the same visual quality without increasing complexity. These techniques have been experimented on several images and the results yield a compression ratio increment of 47 to 71% compared to the ordinary VPIC.
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TABLE 2. Comparison of the Coding Results Obtained by the Four Algorithms Described Applied to “Kid”.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Number of uniform blocks</th>
<th>Number of 8x8 uniform blocks</th>
<th>Number of 4x4 uniform blocks</th>
<th>Bit/pixel</th>
<th>CR</th>
</tr>
</thead>
<tbody>
<tr>
<td>VPIC</td>
<td>11655</td>
<td>1777</td>
<td>4547</td>
<td>0.53</td>
<td>15.16</td>
</tr>
<tr>
<td>Number of non uniform blocks</td>
<td>4729</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HVPIC</td>
<td>13345</td>
<td>1760</td>
<td>6305</td>
<td>0.39</td>
<td>20.29</td>
</tr>
<tr>
<td>Number of non uniform blocks</td>
<td>4729</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Improved VPIC</td>
<td>3039</td>
<td>16.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of 8x8 uniform blocks</td>
<td>1760</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of 4x4 uniform blocks</td>
<td>6305</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hierarchical version</td>
<td>3039</td>
<td>16.15</td>
<td></td>
<td>0.36</td>
<td>22.29</td>
</tr>
<tr>
<td>Number of 8x8 uniform blocks</td>
<td>1760</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of 4x4 uniform blocks</td>
<td>6305</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Figure 5. Coding of 512×512 test image "Kid": (a) Original images; (b) Ordinary VPIC coded images; (c) Coded images obtained by the hierarchical structure.