New Ant Colony Algorithm Method based on Mutation for FPGA Placement Problem
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Abstract

Many real world problems can be modelled as an optimization problem. Evolutionary algorithms are used to solve these problems. Ant colony algorithm is a class of evolutionary algorithms that have been inspired of some specific ants looking for food in the nature. These ants leave trail pheromone on the ground to mark good ways that can be followed by other members of the group. Ant colony optimization uses a similar mechanism to solve the optimization problem. Usually the main difficulties of evolutionary algorithm for solving the optimization problem are: early convergence, loss of population diversity, and placing in a local minimum. Therefore, it needs the way that preserves the variation and tries to avoid trapping in local minimum. In this paper by combining ant colony algorithm and mutation hybrid algorithms that leads to the better solution for optimization of FPGA (Field Programmable Gate Array) placement problem is made. They are different types of swarm intelligence algorithm. After designing the algorithm, its parameters tuning have been done by solving several problems, and then the proposed methods have been compared with the other approaches. The results show that in most problems, the proposed hybrid method is able to obtain better solutions and makes fewer errors.
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1. Introduction

FPGA is a programmable integrated circuit (IC) which includes a large number of functional blocks and programmable interconnection networks that make it easy to implement complex circuits. Using FPGA to implement an integrated circuit has increased enormously in recent years. The primary advantages of FPGA are generating rapid prototypes in a short time and low cost and ease of designing that is a useful tool for digital circuit design by designers due to the ability of reconfiguration [1, 2]. FPGA is just like a computer program that can be changed by changing its codes. The fundamental and main idea of FPGA is simple. The FPGA is a particular integrated circuit that designer can re-configure a large number of schema, without any need to the more production costs [3].

The most important part of each FPGA is CLB (Configurable Logical Block). The other important part is programmable connections which connect different parts of FPGA and allows them to communicate with each other. These connections are programmable and users can define any part of their connection. An island style is general structure of the FPGA, which consists of three main parts described as bellow:
1-CLB is base logic blocks that is used to implement logic functions.
2-IOB (input–output block) is used to connect FPGA with external hardware and desired signal can go inside or outside of FPGA through these blocks.
3-Switch block and communication resources that are used to connect to the routing channel [4, 5]. The placement Problem of the FPGA is always a limiting factor for the overall performance. In the placement phase, logic blocks in the network must be placed in
specific positions on the FPGA. An example of the FPGA placement process is shown in Figure 1.

![FPGA Placement](image)

Figure 1. The Process of FPGA Placement [6]

FPGA Placement requires a net list of logic blocks that includes CLB layers and their connections. The result of placement is the physical transmission of all the blocks on the FPGA in order to optimize one or more cost functions [5]. Three common optimization criteria are usually considered for placement. Time-length driven placement maximizes loop speed, wire-length driven placement tries to locate blocks close to each other due to the length of the wire and reduces wire and routability-driven placement and balances wire congestion on FPGA [7, 5].

Ant colony algorithm can be used to solve both static and dynamic combinatorial optimization problems. For Static problems the characteristics of the problem are given once, while the problem is being solved the defined problem remained unchanged. One example of this type of problems is the travelling salesman problem, where city location and their relative distances are parts of the problem definition and does not change during the runtime. In contrast the dynamic problems are the cases that the problem characteristic is changed during the run-time and the optimization algorithms are able to adapt more quickly with the changing environment [9, 8]. One example of such problems is the placement problem in FPGA. Because in this case, the logical blocks and their relative distances are defined as parts of the problem and are changed during the run-time.

Up to now, optimal placement in FPGA has been done by various methods including evolutionary algorithms such as ACO. In 2007, Wenayo et al. [6] used the ACO algorithm for FPGA Placement. They presented a new algorithm based on ant colony optimization. It was a new meta-heuristic algorithm that formed by positive feedback mechanisms and random policy decisions based on collective intelligence. Then, they had a comprehensive comparison with SA (simulated annealing) and GA (Genetic Algorithm) algorithm, and SA and GA combination, respectively. Results show that these placement algorithms can catch promising performance and is a potential approach for FPGA placement. In 2009, Wang et al. [10] used ant colony method in order to optimize the placement of symmetrical FPGA. They also considered the routing density by introducing a density factor. This algorithm also obtain promising performance, in terms of routing channel density. In 2011, Chopra [4] used ACO algorithm in order to design and routing of FPGA structure and decreased the CPU time consumption. Result show that this is a proper algorithm for complex circuits. But ACO algorithm has long convergence time; to solve this problem we proposed a new ant colony algorithm that uses mutation for rapid convergence and so find optimized solution with minimum error in short time.

The rest of this paper is organized as follows, In Section 2, ACO algorithm and its framework is introduced. In section 3 the proposed algorithm and its methodology is described. Then, in Section 4, simulation results are presented and finally a comparison between the obtained results is done and conclusions are given in Section 5.

2. ACO meta-heuristic algorithm

The type of algorithms that often called meta-heuristic, are not designed for a specific problem; these algorithms provide a general approach for organizing the search in the solution space. Examples of known meta-heuristic algorithms are the evolutionary algorithms like simulated annealing, Tabu search, and etc. Meta-heuristic algorithms can obtain optimal solutions during some iteration in two steps:

1. A set of solutions are made using the probabilistic parameters model.
2. Selected solutions are evolved to be better solutions in order to decrease the cost function.

A good meta-heuristic algorithm is defined with inspiring of the exploratory behaviour of ants to find food. This algorithm called ACO that act successfully to solve dynamic problems. The main innovation of ACO includes a new types of the two mentioned steps described above.

1. A set of artificial ants are considered for a structure, called the construction graph. They are creating new solutions by using local information, called pheromones. Then, they are stored in the construction graph.
2. When ants make the solutions; they are using the data collected during pheromone values construction phase [11, 12].

2.1. The application of Ant colony algorithm

Ant colony algorithm was proposed by Dorigo et al [12]. They introduced a stochastic optimization algorithm as a method, inspired by nature to solve
the optimization problem in early 1990[4]. The algorithm is inspired by the behaviour of ants looking for food, and it was named ant colony optimization. This is a simple but efficient method to solve routing problem for finding the shortest path. Ant colony optimization is meta-heuristic approach in which artificial ant colonies contributes to find a better solution for the defined problem. Some of the applications of ant colony algorithm are routing problem in telecommunication networks, routing the wired network[13], graph coloring, sequential ordering, vehicle routing[12], and solving the travel salesman problem[12,13] which is a symbolic presentation for the optimal design and placement of integrated circuits[14] and optimization of FPGA placement problem[6,10].

2.2. Principles of Ant Colony Optimization

In ant colony algorithm, each agent is an artificial ant. When ants are looking for food outside the colony, at first, their path will be chosen randomly. During movement each ant leaves amount of pheromone on the ground and thus it specified crossed path. Of course, the pheromone is evaporated quickly, but in the short term as a track it remains on the ground. In other words, ants during the movement selected a path with more pheromone and leave more pheromone on the way that will reinforce the path. Random choosing of ways is led to find the optimal path. Thus, when an ant is attracted to the optimum route, it puts some pheromone on the path. This increases the amount of pheromone and attracts more ants. Other ants also add path pheromone intensity. This process is repeated until optimal route is selected. Thus, the probability of selecting a path that are chosen by previous ants, will be increased. But over the path, there is the pheromone evaporation. Pheromone evaporation deletes the information of abandoned route. Ant algorithms have memory; it means that the selected ants’ path will remain after several iterations; because pheromones evaporation on the path needs several iterations to be evaporated completely[13,14]. Figure 2 shows the ant’s mechanism for finding the shortest path in which white point is the food source and black points are the nests. At first all ants search around nest randomly for food source and finally they find the shortest path.

3. The proposed algorithms and method

The aim of these algorithms is finding the most proper position for each CLB to be placed on FPGA, in order to minimize the cost function as far as possible.

3.1. Mathematical description of FPGA problem

A set of modules as \( M = \{M_1, M_2, ..., M_n\} \) and a set of net lists as \( N = \{N_1, N_2, ..., N_n\} \) is considered. We associate a set of modules \( M \subseteq M \) to each net lists \( N_{M_i} \) as \( N_{M_i} \subseteq N \). Similarly a net lists \( N \subseteq N \) and a set of modules \( M_{N_i} \) as \( M_{N_i} \subseteq M \) is associated. Also a set of locations is considered by \( L = \{L_1, L_2, ..., L_k\} \) that \( k \geq n \). The aim of solving placement problem is specifying a location \( L_i \) for each \( M_i \in M \) so that cost function would be optimized. Usually each module is considered as a point and \( M_i \) is assigned to a location \( L_i \) and its position is described by coordinates \((x_i, y_i)\). Placement algorithm should decrease a defined cost function in design process which could be for instance the wire length cost function[15].

3.2. Conventional ant colony algorithm

In general, conventional ant colony algorithm consists of the following sections:

3.2.1. Generating the initial population

In order to implement the first population, \( m \) artificial ants create several parallel paths. At this stage, these initial solutions are created randomly.

3.2.2. Creating a route due to probability rule

Each ant is placed on randomly selected points and as a solution named \( i \). It is assumed that \( k \) ant are located in \( I \) position and wants to go to \( j \) position. Therefore; the next position to move likely is selected according to a probability rule. Since the initial pheromone level is the same for all paths; probability is the same for all solutions which may take by the ants. But in each iteration of the algorithm, due to the evaporation and deposition of pheromone for different solutions, the probability of selection will vary. Equation 1 shows the chosen probability for ant \( k \) to go from \( i \) position to \( j \) position[16].

\[
p_{ij}^k(t) = \frac{r_{ij}^k(t)}{\sum_{l} r_{il}^k(t)}
\] (1)

Fig.2. The shortest path finding mechanism used by ants
In the above formula, α factor shows the effect of the pheromone. So, the choice is depend on the pheromones.

3.2.3 Fitness evaluation and fitting ant selection

After each ant passes its path completely, the solution is evaluated by a cost function that is given in Equation 2. At this stage the fitness of each solution was measured. Some of the best solutions are selected as appropriate ant for deposition.

\[
\text{cost function} = \max(\Delta x, \Delta y) \\
\times \sum_{i=1}^{n} \left( |x_{1,i} - x_{2,i}| + |y_{1,i} - y_{2,i}| \right) \\
\times \max(w_x, w_y)
\]  

(2)

3.2.4. Pheromone updating and generating new solutions

After evaluating solutions by equation (2), pheromone will be updated. In general; updating the pheromone level is done in two steps: at first, some percentage of the pheromone in all paths will be evaporated. ρ is a parameter that called pheromone evaporation factor. At the second step, pheromones are needed for deposition. Here for two good ants that have the less error, all pheromone levels are deposited. One of these two ants is the best ant in the current iteration and the second is the best ant up to now. Updating the pheromone τ is done using equation (3). Then the same original number of ant is created as new solutions and these new solutions are evaluated and the loop is repeated in order to reach the stop condition.

\[
\tau_{\text{new}} = (1 - \rho)\tau_{\text{old}}
\]  

(3)

Finally the ant colony algorithm flowchart is presented in Figure 3 and its steps are discussed briefly as follows:

1. Initial Ant production: At this stage the ant colony algorithm is initialized. Ants are placed on the primary positions and the pheromones are initialized.
2. Fitness Evaluation: the fitness of all ants is evaluated based on the cost function. Then pheromones are added to the specific route of the ants.
3. Ant distribution: at last the ants are distributed based on pheromone levels
4. Stopping criteria: The process continues up to the maximum number of ants. All passed routes should be evaluated by the ants in iteration and if a better solution is found that solution must be replaced in the solution lists. The best solution is selected among all iterations as the final solution.

Fig.3. ant colony algorithm Flow chart

3.3. Ant colony algorithm beside mutation

The ant colony algorithm is able to achieve the optimal solution for solving the placement problem. But in order to improve the quality of the solutions obtained by this algorithm, using parallel algorithms and combination of them is necessary. In this paper, for improving the ant colony, make population diversity, avoiding of getting algorithm into local minima and the absence of early convergence, a new heuristic ant colony algorithm beside mutation and ant colony algorithm with mutation is proposed. These algorithms’ steps are completely similar to the algorithm of the previous section; just the only difference is at the end of the algorithm in pheromone updates step that produced new solutions that leads to the production of better random answers. In ant colony algorithm with mutation, production of new solution is such that after m new solution was obtained by the probability rule, for all m solution, mutation will be occurred, like the type of the mutation that is considered in the genetic algorithm after the crossover step. This method leads to the solution of the stochastic that consequently prevents from early convergence of ant colony, and placing the algorithm on the local optimum.
3.4. Ant colony algorithm with mutation

Producing new solutions in the ant colony algorithm with mutation are based on the following steps:

A) New solutions generation using probability rule: Here from m initial solution m1 number of them (which m1 is obtained from equation 4) is formed the new solutions using probability rule of selection in ant colony algorithm.

\[ m1 = (1 - \gamma) \times m \]  

\( \gamma \) is a parameter that regulates the number of ants for both above equation that is desired to be \( 0 < \gamma < 1 \)

B) Generating new solutions using mutation: Among m initial solutions, new solutions up to m2 numbers are created using mutation (which m2 is obtained from equation 5). Such that based on the best solution that is constructed from the first iteration up to previous iteration, m2 number solution is generated by mutation similar to that best solution.

\[ m2 = (\gamma) \times m \]  


4. Simulation results

4.1. The parameters tuning

Simulations were done using MATLAB software on a computer with Intel (R) Core processor (TM) i3 with 2.27 Ghz and 3.00 GB RAM. All the proposed algorithms are done for a series of test FPGA circuits for better bench marking; those are Microelectronics Center of North Carolina (MCNC) benchmarks, which consist of optimized test circuit that is collected from industry and university. These test circuits include a standard library which represents circuits with various complexities from simple to advanced industrial circuits [17, 18].

Simulations are done on 5 benchmarks with different characteristics. Table 1 shows the structure of the FPGA benchmarks that are used in the simulations.

Table 1. FPGA benchmark circuits parameters

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Function</th>
<th>Number of Logic Block</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>B9</td>
<td>Logic</td>
<td>61</td>
<td>10x10</td>
</tr>
<tr>
<td>Cx</td>
<td>Logic</td>
<td>37</td>
<td>12x42</td>
</tr>
<tr>
<td>COMP</td>
<td>Logic</td>
<td>52</td>
<td>10x10</td>
</tr>
<tr>
<td>P5lm</td>
<td>Arithmetic</td>
<td>47</td>
<td>10x10</td>
</tr>
<tr>
<td>Pearl</td>
<td>Logic</td>
<td>53</td>
<td>10x10</td>
</tr>
</tbody>
</table>

Table 2 .shows the initialized parameter values of the algorithm in order to find the best answer.
4.2. Simulation results with the proposed algorithm

Table 3 shows CPU time for running each algorithm. It can be seen that the running time of ant colony algorithm beside mutation and ant colony algorithm with mutation is shorter than the conventional ant colony algorithm.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>ACO</th>
<th>ACO+Mut</th>
<th>ACO-MUT</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0</td>
<td>417.93</td>
<td>394.38</td>
<td>388.81</td>
<td>396.51</td>
</tr>
<tr>
<td>Cc</td>
<td>251.82</td>
<td>243.06</td>
<td>237.61</td>
<td>244.25</td>
</tr>
<tr>
<td>CO0B</td>
<td>322.48</td>
<td>278.35</td>
<td>271.74</td>
<td>287.46</td>
</tr>
<tr>
<td>B257a</td>
<td>281.78</td>
<td>278.19</td>
<td>240.61</td>
<td>252.38</td>
</tr>
<tr>
<td>B257b</td>
<td>281.78</td>
<td>275.40</td>
<td>269.46</td>
<td>283.31</td>
</tr>
</tbody>
</table>

Table 4 shows initial wire length and final wire length and also wire length reduction percentage. Maximum wire length reduction is obtained after the implementation of ACO + mut algorithms for all of test circuits. Cc circuit has the maximum wire length reduction. Clearly, to reduce the length of the wires, logic block should be located nearby. Figure 6 shows position of configurable logic blocks on Cc benchmark, from left to right, before and after applying the algorithm, respectively.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Initial wire length</th>
<th>Final wire length</th>
<th>Reduction percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0</td>
<td>2397</td>
<td>2217</td>
<td>13.78%</td>
</tr>
<tr>
<td>Cc</td>
<td>1481</td>
<td>1439</td>
<td>26.72%</td>
</tr>
<tr>
<td>CO0B</td>
<td>2248</td>
<td>2127</td>
<td>13.83%</td>
</tr>
<tr>
<td>B257a</td>
<td>2132</td>
<td>1904</td>
<td>15.38%</td>
</tr>
<tr>
<td>B257b</td>
<td>2319</td>
<td>1904</td>
<td>15.38%</td>
</tr>
</tbody>
</table>

Maximum wire length reduction is described in Section 3.2.3 from left to right after applying conventional colony algorithm, ant colony algorithm beside mutation and ant colony algorithm with mutation on the circuit Cc that has the best impact, respectively.

<table>
<thead>
<tr>
<th>Circuit</th>
<th>Error reduction percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>T0</td>
<td>42.15%</td>
</tr>
<tr>
<td>Cc</td>
<td>42.63%</td>
</tr>
<tr>
<td>CO0B</td>
<td>42.75%</td>
</tr>
<tr>
<td>B257a</td>
<td>44.44%</td>
</tr>
<tr>
<td>B257b</td>
<td>43.78%</td>
</tr>
</tbody>
</table>

One useful type of FPGA is Xilinx XC4000. The XC4000 families of Field-Programmable Gate Arrays (FPGAs) provide the benefits of custom
CMOS VLSI, while avoiding the initial cost, time delay and inherent risk of a conventional masked gate array XC4000-family devices have generous routing resources to accommodate the most complex interconnect patterns. This FPGA includes a 14×14 matrix. Placement of a BCD counter (X74_168) 4-bit on it has been investigated by various algorithms [19]. The results are as follows:

Fig.9 shows the initial location of BCD counter 4-bit logical block on the FPGA.

Figure 9. Initial position of the BCD counter logic blocks

Figures 10, 11 and 12 show final position of BCD counter block and the error rate reduction after 200 iterations, after applying conventional ACO algorithm and ant colony algorithm beside mutation and ant colony with mutation, respectively.

Table 6 shows a comparison between the different algorithms that their aim is decreasing the error.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Error Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACO</td>
<td>41.78%</td>
</tr>
<tr>
<td>ACO-MUT</td>
<td>51.23%</td>
</tr>
<tr>
<td>ACO with MUT</td>
<td>46.11%</td>
</tr>
<tr>
<td>Best result in [25]</td>
<td>44.88%</td>
</tr>
<tr>
<td>Best result in [25]</td>
<td>31.58%</td>
</tr>
</tbody>
</table>

Fig.10. Final position of BCD counter logic block and error reduction after applying the conventional ACO algorithm.

Fig.11. Final position of BCD counter logic block and error reduction after applying the conventional ACO beside mutation algorithm.

Fig.12. The final position of BCD counters logic block and error reduction after applying the conventional ACO with mutation.

Table.6
Comparing proposed Algorithms with previous algorithms for error reduction

Fig.13. Cost function error reduction by each algorithm
5. Conclusion:

In this paper, we proposed two new algorithm setups for optimizing the FPGA placement problem based on ant colony algorithm and mutation. Mutation is used in order to speed up convergence and reduce the probability of trapping in local optimum. In this paper error reduction rate, algorithm run time speed and wire length reduction are investigated. According to the obtained values, it is shown that ant colony algorithm beside mutation has better performance than conventional ant colony algorithm, but ant colony algorithm with mutation among all three algorithms has the best performance. They have not only shorter in run time but also the cost function error and wire length is reduced. Clearly based on simulation results which are given in Table 6 and 7, all three algorithms presented in this paper in terms of error rate reduction and wire length reduction compared to the cost of the algorithms presented in [20],[21] and [15] have better results.
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