Building Semantic Kernel for Persian Text Classification with a Small Amount of Training Data
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Abstract
The original idea of semantic kernels is to use semantic features instead of terms appeared in the text document. In this article, the documents are transformed into a new k-dimensional feature space by applying Singular Value Decomposition on the Term-Document matrix and extracting k eigenvectors with higher energy. The suggested semantic kernel causes severe reduction of dimensions which leads to two main conclusions. First, the computational complexity of the classifier is severely reduced. Second, the trained classifier has less sensitivity on the input terms; therefore, it can classify documents effectively. Experiments on Persian documents indicate the absolute superiority of the suggested semantic kernel in comparison to well-known vector space (Bag-of-Words) kernel, especially under the circumstances in which external semantic resources are not available and the amount of available training data is not sufficient.
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1. Introduction

The main idea in kernel methods is transferring data to a new computational semantic space, in which the computations are done with “more accuracy” and “less computational complexity”[1]. Among the many issues considered in kernel methods, text classification has a special significance. Since the words in a text document are usually used as the features of the document (Bag-Of-Words), the number of features is large, therefore performing computations such as classification faces serious problems.

Considering the words as features results in three major problems in text processing: First, combined words like “Information Retrieval” are indicated as two separate features. Second, synonymous words such as “Vehicle” and “Automobile” are presented as two separate features and finally, only one dimension is dedicated to words with more than one meaning. The above problems lead BOW-based methods to be unable to present the meaning of text documents and as a result, semantic kernels are qualified as a serious approach in this field.

In semantic kernels we are looking for conceptual features to replace the words in text documents in a way that two main goals are achieved: First, the number of these
features must be considerably less than the words appeared in the document. Second, the classifier’s efficiency can be improved due to the use of new semantic features.

Previous studies on kernel methods in English language have shown that even though most of the semantic kernels reduce the computational complexity, they do not improve the classification accuracy (especially for Support Vector Machine classifiers)[2-4]. In this paper, we primarily present a semantic kernel based on Singular Value Decomposition on the term-document matrix, then we show that the proposed semantic kernel is not only able to significantly reduce the computational complexity, but also it can effectively improve the classification accuracy. This is a result of the Persian’s structure which has a complicated morphology and a lot of compound nouns with multiple meanings that are sharply captured in the proposed semantic kernel.

The rest of the paper is organized as follows: In Section 2, related works in the field of semantic kernels will be studied. Our proposed method has been presented in Section 3 and it is followed by experiments over standard benchmarks in the Section 4. Conclusion and discussion will be presented in Section 5.

2. Literature Review

Salton et al. [5] introduced the Bag-Of-Word model which was used as the representation model of text documents for many years. In this model, every document is described by a vector in a vector space of terms. Every term makes a unit of vector space. The corresponding weight of each term is determined with different patterns such as TFIDF[6]. In this way the similarities of documents \( d_1 \) and \( d_2 \) are defined by inner product, like the following:

\[
k(d_1, d_2) = \langle \emptyset(d_1), \emptyset(d_2) \rangle
\]  

(1)

One of the problems with vector space kernels is that it does not consider the meaning of words. Synonym words fill two distinguish dimension of the vector space; on the other hand, words with multiple meanings fill a shared dimension in the vector space. As a result, a semantic kernel is considered as an emerging approach among researchers[3, 4, 7, 8].

Previous studies in the field of semantic kernels can be divided into two major groups. The first group is the kernels which are formed based on an external knowledge source[9]. WordNet [3] and Wikipedia [4, 10] are two well-known external sources in the field of knowledge-based semantic kernels. The second group consists of kernels usually based on computational latent concepts [11] and made without any interference of external knowledge sources[8].

In languages like Persian [12] which suffers from the lack of external resources, semantic kernels based on computational latent concepts are of more importance[13, 14]. Therefore, among the proposed semantic kernels, Generalized Vector Space kernel [15] and Latent Semantic Kernel [16] are of more importance.

In Generalized Vector Space model [15], in order to apply the relatedness of words in vector space, the matrix \( \mathbf{S} \) is made from the co-occurrence of terms in the documents of the test corpus:

\[
\emptyset(d) = \emptyset(d) \hat{D}
\]

(2)
Figure 1: The overall picture of the proposed semantic kernel.

\[ \hat{D} \] is the transpose of term-document matrix. In other words, in this model, the occurrence of the terms in the test corpus is used as a measure to determine the relatedness among terms. The similarity matrix \( S \) can be provided from external sources. For instance, in [3] and [10] WordNet and Wikipedia was used respectively.

Explicit Semantic Analysis [17, 18] is an approach to make features for text documents that works like Generalized Vector Space kernel [15, 19], except the semantic relatedness of terms \( \hat{D} \) is provided with an external knowledge source [20]. On the other hand, Latent Semantic Kernel [8] is made based on the term co-occurrence matrix in the test corpus, such as Generalized Vector Space kernel [15, 19]; the only difference is that it can effectively reduce the dimension of the computational space by applying the singular value decomposition of the term-document matrix.

3. Proposed Method

In vector space model [21, 22], each document has been shown as:

\[
\emptyset : d \mapsto \emptyset(d) = (tf(t_1, d), tf(t_2, d), \ldots, tf(t_N, d)) \in \mathbb{R}^N
\]

(3)

Where \( tf(t_i, d) \) represents the frequency of a term \( t_i \) in document \( d \). In addition, a semantic kernel on vector space is defined as:

\[
\tilde{\emptyset}(d) = \emptyset(d)S
\]

(4)

Where \( S \) is the similarity matrix and it is described in the form of \( S = RP \); Where \( R \) is a diagonal matrix and \( P \) is the similarity matrix between corpus terms. Various semantic kernels differ from each other in a way which they determine the similarity matrix \( S \). In this section we described a combined method to build the similarity matrix \( S \).
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Figure 1 shows needed steps to build the semantic kernel. In order to specify the similarity matrix \((S)\), consider the term-document matrix which is defined as:

\[
D = \begin{pmatrix}
    tf(t_1, d_1) & \ldots & tf(t_N, d_1) \\
    \vdots & \ddots & \vdots \\
    tf(t_1, d_i) & \ldots & tf(t_N, d_i)
\end{pmatrix}
\]

In the first step, Inverse-Document-Frequency (IDF) is calculated for each term in the dictionary [6]. This value indicates the importance of each term. Then, each row of the matrix \(D\) is multiplied to the corresponding IDF value. In the second step, we center the documents by subtracting the mean to each column of \(D\). The centered doc-term matrix is shown as \(D_c^T\) in the following.

By applying Singular Value Decomposition on the centered doc-term matrix \((D_c^T)\), we have \(D_c^T = U\Sigma V\); where \(\Sigma\) is a diagonal matrix with the same size as \(D\); \(U\) and \(V\) are identity matrix that their columns are equal to eigen-vectors corresponding to the centered doc-term matrix \((D_c^T)\). The eigen-vectors can store data with higher energy but in lower dimensions. Now, the \(k\) eigen-vectors in matrix \(U\) can be utilized as a new similarity data matrix, and mapped data to a new \(k\)-dimensional space:

\[
\mathbf{d} \mapsto \emptyset (\mathbf{d}) U_k
\]

Where \(U_k\) consists of the first's \(k\) columns of matrix \(U\). In other word, a new semantic kernel with the aid of \(U\) can be defined as:

\[
k(d_1, d_2) = \emptyset (d_1) U_k \emptyset (d_2)
\]

In fact, \(P = U_k U_k\) would be equal to the matrix in which semantic relatedness between terms has been presented by latent concepts. If we deal with a large number of documents, the above matrix can be applied to a variety of applications in information retrieval and natural language processing [23].

Using \(k\) eigen-vector with higher energy leads to not only reduce dimensions of computational space but also improve the classification quality, because the related terms are categorized in a same latent feature.

In addition, \(k\) parameter controls the amount of combination of different terms in making latent features, i.e. the more amount of \(k\) the harder to combine terms; therefore, various terms are categorized in more latent features and the number of space dimensions has been increased.

One of the key problems in semantic kernels is determining \(k\) parameter. For this matter, the amount of \(k\) is specified in a way that it can compensate more than half of variations in the input data. Based on this hypothesis and distribution of terms in the test corpus, the amount of \(k\) is calculated according to the input data \((k = 500)\) and is used in experiments of section 4.

4. Experiments

In this section, experimental procedure, benchmark corpus, and evaluation criterion have been explained. Experimental results have shown that semantic kernel reduces the dimensional space and improves the classification accuracy, especially in situations where a few training data are available.
Weka [24] has been utilized as a powerful tool for our experiments. We aim to prove the semantic kernel advantages in comparison to vector space kernel. For this purpose, all documents were decomposed as terms and then existence terms in each document were given to classifier algorithm as features; in this step, the output has been evaluated. Besides, in a separate run, the same procedure was done by semantic kernel with the exception that $k$ eigen-vectors instead of terms has been used as features. The results were compared with the vector space kernel [22].

4.1 Benchmark Data Set

Our experiments were performed on the second edition of Hamshahri corpus [25]. We used a Persian corpus because of several reasons:

- Persian is a complex language in terms of morphology [12], since it has a lot of synonyms and many words with multiple meaning.
- Despite English language that has proper external corpus for performing semantic processing such as WordNet, such semantic corpus is not available in Persians so using these semantic kernels for semantic processing is worthwhile.
- To our knowledge, there has not been any experiment on semantic kernels in Persian so far.

After pre-processing of Hamshahri corpus and removing documents that belongs to more than one class, hierarchal structure has been extracted as shown in Figure 2. Since 29 different categories in Figure 2 had not appropriate distribution and the number of documents in the some classes were so enormous, we randomly selected hundred documents of each class as benchmark dataset for future tests. Since categories had hierarchal structure, automatic classification procedure was harder than situations in which the classes were flat and independent [26, 27].

4.2 Evaluation Criterion

In order to evaluate text classification systems, various criterions can be used. Assume that the labelled dataset $D = \{d_1, d_2, ..., d_n\}$ is composed of the categories $C^+ = \{C_1^+, ..., C_k^+\}$, and we apply a classification algorithm to find classes $C = \{C_1, ..., C_k\}$ in this dataset. Different validation measures are based on counting the pairs of points on which two sets are agree/disagree. The best-known measures are precision ($\pi$), recall ($\rho$) and F-measure ($F_1$). The precision is calculated as the portion of class $C_p^+$ that includes the documents of category $C_p^+$. On the other hand, the recall is calculated as the proportion of documents from category $C_p^+$ that are included in class $C_p$, therefore measure the completeness of the classification algorithm. The most popular metric is $F_1$ that is defined based on precision and recall [6, 28]:

$$F_1 = \frac{2 \rho \pi}{\rho + \pi}$$

Moreover, in order to accurate evaluation, all samples are randomly divided into ten independent subsets; one of them has been used as test set and the other for training set. This procedure is repeated ten times by various parts and the average value is calculated as well. Therefore, represented results in this section are the outcome of 10 separate and independent runs.
4.3 Classification Algorithm

So far, many algorithms have been presented in the field of machine learning [28]; among of them support vector machine (SVM) and Naïve Bayes algorithms are more successful and have been referred in many articles for text classification. In this paper, both algorithms have been utilized in our experiments separately.

Naïve Bayes is a well-known statistical classifier. The probability of a represented document \( \mathbf{d}_j \) being of \( c_t \) class is calculated using Bayes formula as following:

\[
P(c_t | \mathbf{d}_j^*) = \frac{p(c_t)p(\mathbf{d}_j^* | c_t)}{p(\mathbf{d}_j^*)}
\]  

(9)
Table 1. The comparison of the proposed semantic kernel and the classic vector space kernel using two different classification algorithms

<table>
<thead>
<tr>
<th>ProposedSemanticKernel</th>
<th>VectorSpaceKernel</th>
<th>ClassificationAlgorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>NO.</td>
<td>( F_i )</td>
</tr>
<tr>
<td>5.43/53.01</td>
<td>500</td>
<td>0.73</td>
</tr>
<tr>
<td>0.8/0.71</td>
<td>500</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Assuming that the terms of document \( d_j \) are independent, the above equation would be simpler as following [28]:

\[
P(d_j | c_i) = \prod_{k=1}^{N} P(tf(t_k, d_j) | c_i)
\]  

In contrast, Support Vector Machine [29] is a well-known geometrical classifier [28]. It has been referred as the superior classifier for text documents [3, 4, 10, 28, 30]. In geometrical point of view, SVM classifier finds the support vector that can best separate the positive and negative samples in the training set among all the support vectors in the term space [29].

Being resistance against noises in high-dimensional data space made SVM to be the superior algorithm for text classification [28]. So it is expected that the proposed semantic kernel using Naïve Bayes has a better improvement than SVM.

It is important to mention that semantic kernel is independent from the classification algorithm and using two classifiers to approve our experiments is just for completeness. Of course both of the algorithms have had positive feedbacks against semantic kernel.

4.4 Experimental Results

In Table 1 the results of vector space kernel and the proposed semantic kernel are shown. In vector space kernel [22, 31], after tokenizing each document into terms and weighting those according to TFIDF [6] schema 4603 feature (Term) have been extracted from 2900 documents. Finally, every document has been presented as a vector in the vector space. This kernel has been used as the baseline algorithm in our experiments. Also, the experiments have been repeated for both classification algorithms (SVM and Naïve Bayes). In the proposed semantic kernel by applying singular value decomposition to the term-document matrix and exporting \( k \) eigen-vector with higher energy, documents have been presented in a new \( k \)-dimensional space.

In both conditions (vector space kernel as a well-known baseline and semantic kernel as the proposed method) the amount of accuracy \( (F_1) \), the number of features and the time needed for test/train have been evaluated in Table 1.

Our experiments showed that by leveraging \( k \) eigen-vector with higher energy and mapping the data items into a new feature space, the number of features has reduced effectively (500 features versus 4603) and as a result, the processing time needed for training and testing has reduced noticeably. Also, the accuracy in both classification algorithms has improved effectively.

Case by case study of the test samples in confusion matrix showed that in vector space kernel most of the system's errors were about the classes that were close in
meaning. For instance, in a sample running, 25 documents that belonged to "science and culture" class have been classified by mistake in "society".

![Figure 3: Comparing the practicality of Naïve Bayes classifier when using features generated by the proposed semantic kernel (the red series) and vector space kernel (the blue series) for a certain percentage of training data.](image)

Since in the vector space kernel [22, 31], synonymous terms or terms with multiple meaning were not properly covered; such a problem was possible to be predicted. By transferring data to the new feature space by the proposed semantic kernel, classification error rate between the two groups “knowledge and culture” and “community” was reduced to 19 cases; because many synonymous terms were

![Figure 4: Comparing the practicality of SVM classifier when using features generated by the proposed semantic kernel (the red series) and vector space kernel (the blue series) for a certain percentage of training data.](image)
organized in the form of a new feature. Therefore, the classification algorithm was more efficient in learning the model.

As shown in Table 1, using the proposed semantic kernel improves both precision and recall. This is a valuable consequence in traditional Information Retrieval as precision and recall are the two balanced key factors and often by increasing precision, recall will decrease [32]. The reason refers to traditional bag-of-word model (vector space kernel), which is based on terms. Synonymy and polysemy are two fundamental problems when using terms as key features. Whereas ambiguous terms are often used in documents with different meanings, it may lead to the retrieval of irrelevant documents and eventually decreases the precision. Of course the occurrence of a term in the different documents would not be identified by bag-of-word model when synonym words have been questioned and this procedure ultimately leads to reduction of recall. Using latent concepts instead of terms appeared in a document causes problems of synonymy and polysemy to be solved through Singular Value Decomposition.

In order to confirm the association between the number of training documents and the learning process of the classifier, in both cases of using vector space kernel and semantic kernel, previous experiments for certain amount of training documents have been repeated. Figure 3 and Figure 4 show the performance of Bayes and Support Vector Machine classifiers for a given amount of training data. For each number of training data, the semantic kernel acts firmly better than the vector space kernel. Also, in the state of having a small number of training documents using semantic kernel can better contribute to improvement in the performance of the classifier. The proposed semantic kernel leverages Singular Value Decomposition to reduce the term-doc matrix. When very few number of documents are available (less than 5%), the co-occurrences of terms in documents will be invalid and applying Singular Value Decomposition is not effective.

5. Conclusion and Future Works

In this paper, a semantic kernel based on the extraction of \(k\) eigen-vectors from term-document matrix was proposed. Since the proposed kernel was formed without external knowledge sources interference, it was capable of being used when the external sources of knowledge were not available or would cost a lot to be made.

In terms of language structure, Persian is one of the complex languages which a good source of external knowledge is not available for [12, 25]. The experiments presented in section 4 illustrate this fact that using the proposed semantic kernel can improve the performance of Naïve Bayes and Support Vector Machine classifiers. Using semantic kernel in Persian documents will have three favorable outcomes: First, vector space dimensions will extremely get reduced (500 features versus 4603 features in the vector space kernel). It causes the computation volume to reduce dramatically to train and test the classifier.

Second, using \(k\) vector with higher energy will cause the classifier training process to get done more appropriately and finally will make the classifier more efficient in the testing phase. The obtained results indicated that the proposed method is able to both reduce the running time and increase the performance of average recall (\(\rho\)), precision (\(\pi\)) and \(F_1\) criteria.
Eventually, when we have a small number of training documents, semantic kernel can best improve the classification performance. Semantic kernel is able to incorporate the semantic relationship between terms and organize the synonymous terms in one dimension of the vector space; therefore, the classifier is less sensitive to the input terms and is able to classify the Persian texts in a better way.

Text classification is a basic machine learning problem which has a wide range of applications in the field of Information Retrieval and Natural Language Processing [28, 33] such as: sentiment analysis [34] and plagiarism detection [35]. On the other hand, using latent concepts instead of words can be used to represent cross-language documents [36].
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