OPTIMIZED FUZZY CONTROL DESIGN OF AN AUTONOMOUS UNDERWATER VEHICLE
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Abstract. In this study, the roll, yaw and depth fuzzy control of an Autonomous Underwater Vehicle (AUV) are addressed. Yaw and roll angles are regulated only using their errors and rates, but due to the complexity of depth dynamic channel, additional pitch rate quantity is used to improve the depth loop performance. The discussed AUV has four flaps at the rear of the vehicle as actuators. Two rule bases and membership functions based on Mamdani type and Sugeno type fuzzy rule have been chosen in each loop. By invoking the normalized steepest descent optimization method, the optimum values for the membership function parameters are found. Though the AUV is a highly nonlinear system, the simulation of the designed fuzzy logic control system based on the equations of motion shows desirable behavior of the AUV specially when the parameters of the fuzzy membership functions are optimized.

1. Introduction

An AUV system is known as a highly nonlinear dynamic system. The interaction between the system and its environment is very abstruse, therefore the control system design and simulation of AUVs are very difficult. The AUV is a special class of the general category of Underwater Vehicles (UV). UV’s can be divided into three types:

- Remotely Underwater Vehicles (ROV): This type is threaded and the control commands and even sometimes power are transferred to the vehicle by a cable.
- Unmanned Underwater Vehicles (UUV): Although this type is unthreaded and it has no cable, but, the control command is transferred to the system by an acoustic modem.
- Autonomous Underwater Vehicles (AUV): There is no communication channel for an AUV and it has to complete its mission without any human help. It is programmed autonomously for the whole mission. With respect to unthreaded specification of an AUV, such system has more maneuverability than other UV systems and its operation range can be extended because it needs no communication with the mother ship.
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The preceding reasons allow the use of AUVs in a variety of applications, from marine industries to military operations. The widespread use and the highly non-linear dynamics of AUVs have motivated rigorous researches on choosing different control design strategies but the control of such systems is fully case dependent. The important specifications of AUVs like the shape, actuator types and propellant are very different and these diversities can raise new problems when a new AUV is selected. Conventional control method of an AUV based on a linearized model around a point is presented in [7]. This method has been applied to AUV under our study in [3]. The lack of perfect performance of linear control due to the highly non-linear dynamics has led researchers to invoke other advance control methods. Sliding mode control has been addressed in [5, 19]. Fuzzy logic is another useful tool for AUV control. Balasuriya and Cong combined sliding method and fuzzy logic to control the ODIN AUV [2]. This AUV uses thruster as actuators. Wang and Lee introduced a self-adaptive recurrent neuro-fuzzy control as a feedforward controller and a proportional-plus-derivative (PD) control as a feedback controller to control an AUV [23]. They trained recurrent neuro-fuzzy system to model the inverse dynamics of the AUV for feedforward and PD control of the AUV. Some other advance control methods which are commonly used for AUVs are:

- Adaptive control [1, 12].
- Nonlinear control [6, 14].
- Neural network control [13, 10].

In this paper, simple optimized fuzzy controllers are developed for yaw, pitch and depth control of an AUV with time varying mass. Although the method is intuitively simple, but it is practical and implementable and it works quite well. Optimization of fuzzy variable values is an important problem [21] which it has been addresses in this paper too.

The AUV has three yaw, pitch and depth loops. In the yaw and depth loops the system must follow the input commands and the control goal is roll stabilization in the roll loop. For investigating such controllers, a motion simulator has been designed for the AUV. Considering the fact that the simulation process must be repeated many times for the optimization study, a faster simulation method with the aid of neural network model is proposed. Normalized steepest descent method is used for optimization of fuzzy logic membership parameters and it is shown that this algorithm with a variable step has very good performance.

The paper has been arranged as follows. In section 2 the actuators of the system are introduced. The control objectives and control loops are discussed in section 3. Fuzzy logic parameters, membership functions and fuzzy rule bases are introduced in section 4. Numerical method for the optimization of the controller parameters are proposed in section 5. The simulation results are presented in section 6.

2. Actuators for the AUVs

Two methods are commonly used to the motion control of an AUV. In the first method, thrusters correct the direction of AUV and in the second method, flaps
do the job. ODIN vehicle [23] uses thrusters and REMUS [15], MUST [5], and MARIUS [19] use flaps. In our special case, there are four flaps at the rear of the vehicle which are used for control and navigation as shown in Figure 1. These vertical and horizontal flaps can provide AUV proper means to move in different directions.

![Figure 1. Rudder and Elevator Flaps](image)

Angles of the vertical flaps are denoted by $\delta_1$ and $\delta_3$ symbols and $\delta_2$ and $\delta_4$ represent the angles of horizontal flaps. Positive value of each flap causes the body to rotate in positive direction around the longitude axis. In this AUV, $\delta_1$ and $\delta_3$ are free to move, therefore their actuations can control the roll and direction of the vehicle but $\delta_2$ and $\delta_4$ are mechanically coupled, so that $\delta_2 = -\delta_4$ and they have no effect on the body rotation, and with this arrangement, only the elevator command ($D_{ec}$) is applied to these flaps. In order to move the vehicle up and down, the command applied to the horizontal flaps should be changed with opposite values. As it was discussed before, the first and third flaps are used to control the rotation and direction of the body simultaneously. A drift of vertical flaps with opposite values causes the body to divert to right or left, and a drift with the same values causes the body to rotate around the longitude axis. Denoting the rotation signal (aileron) by $D_{ac}$ and the direction command by $D_{ar}$ the following relations between these commands and angle of flaps exist:

$$D_{ac} = \frac{\delta_1 + \delta_2 + \delta_3 + \delta_4}{2} = \frac{\delta_1 + \delta_2 + \delta_3 - \delta_2}{2} = \frac{\delta_1 + \delta_3}{2} \quad (1)$$

$$D_{rc} = \frac{\delta_3 - \delta_1}{2} \quad (2)$$

$$\delta_1 = D_{ac} - D_{rc} \quad (3)$$

$$\delta_3 = D_{ac} + D_{rc} \quad (4)$$
3. Fast Neural Network Aided Simulation

Body motion simulation is a useful tool that can reduce the need for large amount of real experiments on the object. Such experiments usually require a lot of resources and are timely. Body motion equations express mathematical relationships between body state parameters and by solving these equations, the motion of the object to be simulated. In general, for a rigid body, such equations consist of six relation which include three torque and three force equations. If the control system is also considered, then the equations of the control system must be solved with the equations of motion simultaneously. Equations of motion extraction are based on Newton’s law. For constant mass AUV such equations are derived in many papers [15] but for the case where the mass is time varying, these equations are extracted around bouncy center in [16]. For a complete solution of the equations, all forces and torques are needed. The effective underwater forces can be classified as added mass, hydrostatic and hydrodynamic forces. The first two categories are not within the scope of this paper but hydrodynamic parts will be discussed here. Hydrodynamic forces and torques are very important because by changing the actuators (flaps), important vehicle coefficients are varied and the object can be controlled.

![Diagram](image)

**Figure 2.** The Input Required for Calculating the Hydrodynamic Coefficients

Hydrodynamic coefficients are six dimensionless coefficients which named \( C_x, C_y, C_z, C_l, C_m, C_n \). The first three quantities are used for calculating the forces in three \( X, Y \) and \( Z \) axes. With \( C_l, C_m \) and \( C_n \), the torques around the axes can be computed. The values of these coefficients depend on body shape, flap angles, Reynolds number, angle of attack and side slip angle. Digital Missile DATCOM (MD) is a known program for calculating these parameters. This tool has been originally used for missiles but it also can be used for underwater media with similar Reynolds number [20]. MD needs an input file to get input parameters and its output is written in a file too [22]. MD inputs and outputs are shown in Figure 2. MD program should be executed at each iteration of motion equation solving to find the required hydrodynamic forces and torques. These operations are inherently very slow and must be repeated many times for optimization phase which is very time consuming. In order to solve this problem a neural network model is substituted with MD to reduce the total time considerably [16]. Three flap angles (\( \delta_1, \delta_2 \)
and $\delta_3$, angle of attack, side slip angle, and velocity are the inputs of the neural networks model and six hydrodynamic coefficients are the outputs of that model. For such substitution, the following steps has been taken:

A: The system was simulated with proper commands in each loop with the simulator software (This version of the simulator uses the MD for coefficients finding during the simulation).

B: The statistical parameters of the parameters to be used by the neural network were found by the simulation results.

C: 3000 Random input sets with normal distributions for all inputs were generated with the found statistical parameters.

D: All the coefficients ($C_x$, $C_y$, $C_z$, $C_l$, $C_m$, $C_n$) for the found input sets were calculated using MD software.

E: A neural network with these input and output sets were trained. Multilayer Perceptron Neural Network with a single intermediate layer is considered. Gradual increase to 35 nodes get a good approximation.

F: New data were generated and the trained network was tested with them.

G: The trained and tested neural network was substituted with MD based conventional coefficients finder.

H: The results of the new version were compared with the original simulator results and the accuracy of the results was proved.

The complete procedure of substituting MD with neural network is discussed in [16] and also it has been shown that the neural version of the simulator has 95 to 96 percent improvement in simulation time. The block diagram and inputs/outputs of the neural network are shown in Figure 3.

![Figure 3. The Substituted Neural Network Model](www.SID.ir)
30 B. Raeisy, A. A. Safavi and A. R. Khayatian

4. Fuzzy Control

Three separate control loops must be designed for this AUV. The rotation of the system is dumped by the roll loop and the direction angle and depth of the system are forced to follow their commands by the yaw and depth loops. A block diagram of fuzzy logic controller which is used in this research is shown in Figure 4.

Dynamic of the roll and yaw channels of the AUV are very similar and in addition they use the same flaps as actuators. The control logic of these channels are the same. Depth loop is different and it will be discussed in a separate subsection.

4.1. Roll and Yaw Loops.

4.1.1. Fuzzy Variables. Outputs of fuzzy blocks are rudder and aileron commands ($D_{rc}$ and $D_{ac}$) that must be converted to command of flaps ($\delta_1$ and $\delta_3$) with help of equations (3) and (4). As explained in the previous sections, these commands can control roll and yaw angles of the vehicle simultaneously. The AUV equations of motion are completely implemented in 'AUV model' sub-block. Three fuzzy variables are introduced in these two loops to control the vehicle [18]. One of them is an output type and two others are input types. Yaw fuzzy variables are shown in Figure 5(a) and the roll variables are shown in Figure 5(b).

Two fuzzy rule bases are investigated in this research. The first is based on Mamdany and the second is based on Sugeno type.

4.1.2. Mamdani Type Fuzzy Membership Functions and Rules. Yaw and roll variables are similar, therefore only the yaw loop is discussed in the following.
The membership functions of variables of this loop for Mamdani type are shown in Figure 6(a) to (c) and some details are summarized in Table 1. In the first method, to achieve the control goals only five rules in each loop are used. The first to third laws control the system with respect to the error signal and the forth and fifth laws prevent system from unstability. The rules in the yaw loop are as follows:

1. If error of yaw angle (yawError) is negative (NE)
   Then rudder command (RudCom) is negative (NE)

2. If error of yaw angle (yawError) is zero (ZE)
   Then rudder command (RudCom) is zero (ZE)
(3) If error of yaw angle (yawError) is positive (PO)
    Then rudder command (RudCom) is positive (PO)

(4) If the rate of yaw angle (yawRate) is positive big (PB)
    Then the rudder command (RudCom) is negative (NE).

(5) If the rate of yaw angle (yawRate) is negative big (NB)
    Then the rudder command (RudCom) is positive (PO).

These rules in the roll loop can be shown simply by the following expressions:

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>In/Out type</th>
<th>Name</th>
<th>Abbreviation</th>
<th>Fuzzy Membership type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yaw Error</td>
<td>In</td>
<td>Negative</td>
<td>NE</td>
<td>Triangf</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zero</td>
<td>ZE</td>
<td>Triangf</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Positive</td>
<td>PO</td>
<td>Triangf</td>
</tr>
<tr>
<td>yaw Rate</td>
<td>In</td>
<td>Negative</td>
<td>NB</td>
<td>Triangf</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Positive</td>
<td>PB</td>
<td>Triangf</td>
</tr>
<tr>
<td>Rud Command</td>
<td>Out</td>
<td>Negative</td>
<td>NE</td>
<td>Triangf</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Zero</td>
<td>ZE</td>
<td>Triangf</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Positive</td>
<td>PO</td>
<td>Triangf</td>
</tr>
</tbody>
</table>

Table 1. Parameters of Yaw Loop Fuzzy Variables

4.1.3. Sugeno Type Fuzzy Rules. In this method, the number of variables are similar to Mamdani type and two input variables and one output variable exist at each loop. Although the number of variables are the same but the error rate membership functions have been changed. As it is shown in Figure 7, error rate variables in yaw and roll loops have been assigned to positive (PO), negative (NE) and zero (ZE) membership functions. The following rules have been introduced to cover all of the input variable ranges and control the system:

1. If (yawError) is (NE) AND (yawRate) is (NE) => (RudCom) = (-C₁)
2. If (yawError) is (NE) AND (yawRate) is (ZE) => (RudCom) = (-C₂)
3. If (yawError) is (NE) AND (yawRate) is (PO) => (RudCom) = (-C₃)
4. If (yawError) is (ZE) AND (yawRate) is (NE) => (RudCom) = (-C₄)
5. If (yawError) is (ZE) AND (yawRate) is (ZE) => (RudCom) = 0
6. If (yawError) is (ZE) AND (yawRate) is (PO) => (RudCom) = (+C₄)
7. If (yawError) is (PO) AND (yawRate) is (NE) => (RudCom) = (+C₃)
8. If (yawError) is (PO) AND (yawRate) is (ZE) => (RudCom) = (+C₂)
(9) If (yawError) is (PO) AND (yawRate) is (PO) ⇒ (RudCom) = (+C1)

$C_1$ to $C_4$ are constants that they must be tuned to reach proper performance. Four pairs of laws are symmetric and then the value of outputs are chosen negative of each other respectively.

**Figure 7. Sugeno Method Yaw Error Rate Membership Function**

### 4.2. Depth Loop.

Depth dynamic of such system is usually more complicated than roll and yaw dynamic. Therefore it is more difficult to get good depth control performance. Before any changes appear in the depth, the pitch angle (rotation angle around y axis in Figure 1) begins to change. Therefore by controlling the pitch angle, one can in fact control the depth and this results in the stabilization of the depth variables [4, 3]. Based on this observation, three fuzzy variables are selected to control the depth loop in Table 2. The depth loop variables and membership functions of the fuzzy control system are shown in Figure 8(a) and Figure 8(b).

<table>
<thead>
<tr>
<th>Variables names</th>
<th>Description</th>
<th>Variables types</th>
<th>Membership Functions name</th>
<th>Membership Functions description</th>
</tr>
</thead>
<tbody>
<tr>
<td>zErr</td>
<td>Depth error</td>
<td>Input</td>
<td>NE</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZE</td>
<td>Zero</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PO</td>
<td>Positive</td>
</tr>
<tr>
<td>zDot</td>
<td>Depth error rate</td>
<td>Input</td>
<td>NE</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZE</td>
<td>Zero</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PO</td>
<td>Positive</td>
</tr>
<tr>
<td>q</td>
<td>Pitch rate</td>
<td>Input</td>
<td>NE</td>
<td>Negative</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ZE</td>
<td>Zero</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>PO</td>
<td>Positive</td>
</tr>
</tbody>
</table>

**Table 2. Depth Loop Fuzzy Variables and Membership Function Names**

Several rule bases are introduced for fuzzy depth loop control and their effectiveness are compared [17]. The following rules are chosen to have a good performance after the optimization process:
If $z_{\text{Err}}$ is (NE) $\Rightarrow f(u) = +C_5$
If $z_{\text{Err}}$ is (ZE) $\Rightarrow f(u) = 0$
If $z_{\text{Err}}$ is (PO) $\Rightarrow f(u) = -C_5$
If $z_{\text{Dot}}$ is (NE) $\Rightarrow f(u) = +C_6$
If $z_{\text{Dot}}$ is (ZE) $\Rightarrow f(u) = 0$
If $z_{\text{Dot}}$ is (PO) $\Rightarrow f(u) = -C_6$
If $q$ is (NE) $\Rightarrow f(u) = +C_7$
If $q$ is (ZE) $\Rightarrow f(u) = 0$
If $q$ is (PO) $\Rightarrow f(u) = -C_7$

$C_5$ to $C_7$ are constants which are fixed in the optimization process.

5. Optimization

At this stage, by changing the fuzzy parameters, the output response of each loop is changed and the best parameters are found using a proper numerical method. For each optimization problem a variable vector $\bar{\Theta}$ and a positive scaler cost function $\{E(\bar{\Theta})\}$ must be defined. One of the best candidate for the cost function is root mean square error between the input and the output which can be defined as:

$$E(\bar{\Theta}) = \text{RMSE} = \sqrt{\frac{\sum_{i}(out_{i} - in_{i})^2}{n}} \quad (5)$$

This cost function is very simple and effective. If the minimization of the steady state error is the goal of the control system, then a time parameter must be included

![Figure 8. Depth Loop Variables and Membership Functions](a) Depth loop fuzzy control block diagram (b) Membership functions
in the cost and this suggests the Integral Time Square Error (ITSE) for a better performance:

\[ E(\bar{\Theta}) = ITSE = \sum_i t_i \times (out_i - in_i)^2 \]  

(6)

In the depth and yaw loops, input commands are defined as step and all initial conditions are set to zero. In the roll loop, input command must be set to zero but the initial condition is set to a nonzero value. In this research the normalized steepest descent method [8] was used as the optimization method.

The following notations are used to describe the optimization procedure:

- \( \bar{\Theta} \): \( n \) dimensional vector of the parameters.
- \( \theta_i \): The \( i \)th parameters.
- \( n \): Number of parameters.
- \( m \): Step number.
- \( E(\bar{\Theta}) \): Cost function.
- \( g(\bar{\Theta}) \): Gradient vector.
- \( \bar{\Theta}_m \): Parameter vector in the \( m \)th iteration.
- \( \kappa(m) \): Variable step

\[ \bar{\Theta} = [\theta_1 \theta_2 \ldots \theta_n]^T \]  

(7)

\[ g(\bar{\Theta}) = \nabla (E(\bar{\Theta})) = \frac{dE(\bar{\Theta})}{d\bar{\Theta}} \]  

(8)

\[ \frac{dE(\bar{\Theta})}{d\bar{\Theta}} = \begin{bmatrix} \frac{\partial E(\bar{\Theta})}{\partial \theta_1} & \frac{\partial E(\bar{\Theta})}{\partial \theta_2} & \ldots & \frac{\partial E(\bar{\Theta})}{\partial \theta_n} \end{bmatrix}_T \]  

(9)

\[ \bar{\Theta}_{m+1} = \bar{\Theta}_m - \kappa(m) \frac{g(\bar{\Theta})}{\|g(\bar{\Theta})\|} \]  

(10)

Although \( E(\bar{\Theta}) \) is not usually an analytic function, but the gradient operator in equation 8 can be defined for non analytic functions too [9, 10]. For such functions the gradient must be estimated numerically.

Optimizing method begins by selecting an initial vector of parameters. In the roll and yaw loops, three methods are considered. In the first method, the optimization algorithm is applied to Mamdani fuzzy rule base and only the \( \nu_1 \) is allowed to be changed (The knee of the PB and negative of the knee of the NB membership function as shown in Figure 6(a)). In the second method \( \nu_1, \nu_2 \) and \( \nu_3 \) are allowed to vary (These variables are the knees of the membership function as shown in Figure 6(a)-(c)). In the third method, optimization algorithm is applied to the Sugeno rule base parameters \( \nu_1, \nu_2 \) and \( C_1, C_2, C_3 \) and \( C_4 \), which were introduced in section 4.1.3. The parameters of three optimization methods are summarized in Table 3.

In the depth loop, only one set of parameters are selected for optimization procedure. These parameters are \( \nu_4, \nu_5 \) and \( \nu_6 \) in Figure 8(b) and \( C_5, C_6 \) and \( C_7 \) which were introduced in section 4.2:

\[ \bar{\Theta} = [\nu_4 \ \nu_5 \ \nu_6 \ \ C_5 \ \ C_6 \ \ C_7]^T \]  

(11)
Vector of parameters must be updated at each iteration. The recursive equation (10) expresses the updating algorithm. Gradient vector in equation (9) is calculated from partial derivative $E(\vec{\Theta})$ versus $\theta_i$ in $n$ step at each iteration. In order to calculate the gradient vector, the input command is applied to the system simulator and the response of the system is obtained. Then, the defined cost function $E(\vec{\Theta})$ is calculated. With the replacement of $\theta_i + \Delta\theta_i$ with $\theta_i$ in the parameter vector($\vec{\Theta}$) the output is found again and the cost function is recalculated. Variation of the cost function versus the variation of $\theta_i$ shows the desired partial derivative. To achieve a better performance, $\kappa(m)$ is varied. At the first step, $\kappa(1)$ is set to 1. If $E(\vec{\Theta})$ value decreases in two successive iterations $\kappa(m)$ will be increased by 10%, otherwise if $E(\vec{\Theta})$ value increases, the program decreases $\kappa(m)$ by 10% for the next step to get finer pacing.

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>First Method</td>
<td>Mamdani with one variable $\vec{\Theta} = [v_1]^T$</td>
</tr>
<tr>
<td>Second Method</td>
<td>Mamdani with three variables $\vec{\Theta} = [v_1 \ v_2 \ v_3]^T$</td>
</tr>
<tr>
<td>Third Method</td>
<td>Sugeno with six variables $\vec{\Theta} = [v_1 \ v_2 \ C_1 \ C_2 \ C_3 \ C_4]^T$</td>
</tr>
</tbody>
</table>

Table 3. Vector of Variables in Three Optimization Methods

6. Simulation Results

In this section, the results of simulations are discussed. The trends of the cost function variation during the optimization procedure in all three methods in the yaw and roll loop are shown in Figures 9(b) and 9(a). These curves show that the Sugeno method has better performance than the two other methods in both loops. Figure 10 shows how the optimization algorithm improves the yaw loop transient response. Figures 11(a) and 11(b) compares the final time response of the system after optimization process for different three methods. In both loops, optimized Sugeno method has a better performance not only in the peak overshoot but also for the rise time characteristics.

Depth loop simulation results are different from the two other loops. Figure 12(a) shows the output of the depth loop before and after optimization process with the RMSE criteria(equation (5)). As it can be seen there are some oscillations at the end of simulation time. Changing the cost function to ITSE criterion(equation (6)), the control performance at the end of simulation time is improved as it is shown in Figure 12(a). Figure 13 shows the behavior of the cost function and $\kappa$ values during the optimization process in the depth loop.

The results of optimized fuzzy method and linear approach [3] are compared in Figure 14. Figures 14(a) to 14(c) show the output of yaw, roll and depth loops for both methods and all cases, the optimized fuzzy method has a better performance than the linear method.
7. Conclusions

This study presented a fuzzy logic controller with a few understandable rules which could properly control the AUV system in the yaw, roll and depth loops. For investigating such controllers based on derived motion equations of an underwater variable mass vehicle, a motion simulator was designed for the AUV. Considering the fact that the simulation process must be repeated many times for the parameter optimization, a faster method with aid of a neural network model was proposed.
Besides, it was shown that the normalized steepest descent algorithm with a variable step is a good choice for this special optimization procedure and it can improve the system performance.
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Figure 13. Change of Cost Function Value and $\kappa$ During Optimization

Figure 14. Results Comparison of Linear and Optimize Fuzzy Approach
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